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OSWIADCZENIE

Swiadom odpowiedzialno$ci prawnej oswiadczam, Ze ztozona praca magisterska pt.:
, Detekcja dzikich zwierzat na torze ruchu pojazdéw za pomoca algorytméw sztucznej
inteligencji” zostata napisana przeze mnie samodzielnie.

Rownocze$nie oswiadczam, zZe praca ta nie narusza praw autorskich
w rozumieniu ustawy z dnia 4 lutego 1994 roku o prawie autorskim i prawach pokrewnych
(4. Dz. U. 22018 r., poz. 1191, z p6zn. zm.) oraz débr osobistych chronionych prawem.

Ponadto praca nie zawiera informacji i danych uzyskanych w sposéb niedozwolony
i nie byta wczesniej przedmiotem innych procedur zwigzanych
z uzyskaniem dyploméw lub tytuldow zawodowych uczelni wyzszej.

Wyrazam zgode na nieodplatne udostepnienie mojej pracy w celu oceny jej
oryginalno$ci przez Jednolity System Antyplagiatowy prowadzony przez Ministra Nauki
1 Szkolnictwa Wyzszego oraz przechowywania jej w Ogolnopolskim Repozytorium Prac
Dyplomowych oraz wewngtrznej bazie prac dyplomowych Uniwersytetu Ekonomicznego
w Katowicach. Zostatem poinformowany o zasadach dotyczacych oceny oryginalno$ci pracy
dyplomowej przez Jednolity System Antyplagiatowy.

Oswiadczam takze, Ze ostateczna wersja pracy przestana przeze mnie droga
elektroniczng jest zgodna zplikiem poddanym ocenie w Jednolitym Systemie
Antyplagiatowym.

Jednoczesnie o$wiadczam, ze jest mi znany przepis art. 233 § 1 Kodeksu karnego
okreslajacy odpowiedzialno$¢ za sktadanie falszywych zeznan

(podpis sktadajacego o$wiadczenie)
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Wstep

W pracy skupiono si¢ na problemie duzej ilosci wypadkéw samochodowych
z udziatem dzikiej zwierzyny. Wiedza, ktora przedstawiono w pracy zostata pozyskana
mi¢dzy innymi z raportéw organizacji ,,World Wide Fund for Nature”, w skrécie WWF.
Celem badania bylo opracowanie algorytmu sztucznej inteligencji, ktéory mozna
wykorzysta¢ do detekcji zagrozen na drodze z udzialem dzikich zwierzat. Aby osiaggna¢ ten
cel zebrano informacje dotyczace skali i specyfiki problemu. Zgromadzono i przedstawiono
informacje dotyczace metod i narzedzi przetwarzania i identyfikacji obrazu. Nawigzujac
do genezy algorytmoéw sztucznej inteligencji oméwiono podstawowe narzg¢dzie giebokiego
uczenia za pomocg sieci neuronowych. W pracy zostaty wykorzystane wykresy utworzone
przy pomocy programow oraz jezykow programowania takich jak Python oraz PowerBI.
Za pomocg tego oprogramowania zostalo przedstawiona graficznie skala problemu, na ktéry
sktada si¢ ilos¢ wypadkéw oraz $miertelno$¢ dzikich zwierzat. Praca zawiera réwniez
algorytm opracowany za pomoca jezyka programowania Python oraz bibliotek TensorFlow

wraz z modutem Keras.

W rozdziale pierwszym skupiono si¢ na szczegblowym omoéwieniu zdarzen
drogowych zudziatem dzikich zwierzat. Oméwiono najczgstsze miejsca wystepowania
takich kolizji, ich czas, najbardziej poszkodowane gatunki zwierzat oraz oddziatywanie
wypadkow na przyrode. Podano, jakie sg sposoby zapobiegania wypadkom drogowym oraz

przedstawia ich skutecznosc.



W rozdziale drugim oméwiono zbiér danych, na ktorym przeprowadzono trening
modelu. Zbior danych pochodzi z portalu Kaggle'. Kaggle jest portalem udostepniajgcym
dane do analizy. W tym rozdziale zostat rowniez opisany proces czytania obrazu poprzez
maszyn¢ oraz techniki generalizacji zdjgé. Generalizacja zdjg¢ za pomoca filtrow

przeprowadzana jest, aby zwigkszy¢ szybkos¢ algorytmow.

W rozdziale trzecim omdwiona zostata teoria tworzenia algorytméw rozpoznawania
obrazu. Wytlumaczona w nim zostala koncepcja konwolucyjnych sieci neuronowych.
W trzeciej czesci pracy przedstawiona réwniez zostata teoria bibliotek uzytych podczas
pisania pracy, mowa tu o bibliotekach jezyka programowania Python takich jak Keras oraz
TensorFlow. Zostaly opisane terminy takie jak funkcje aktywacji, metody zapobiegajace

przetrenowaniu modelu oraz poj¢cia optymalizacji algorytmu.

Ostatni rozdzial pracy jest rozdzialem badawczym. W tej czegsci pracy zostat
opracowany autorski algorytm klasyfikujacy zdjecia zwierzat, ktore najczesciej padaja
ofiarami kolizji drogowych. Algorytm jako wejscie przyjmuje zdjecie, a nastepnie
klasyfikuje je i w wyjsciu podaje ras¢ zwierzecia oraz procenty, w ktorych jest pewien
swojej decyzji. Rozdzial czwarty réwniez zawiera koncepcje, w jakich mogltby zosta¢ uzyty
taki model oraz wytlumaczenie jak mogltby si¢ on przyczyni¢ do ochrony przyrody, gdyby

zostat wprowadzony na drogach.

L https://www.kaggle.com/ (dostep: 07.07.2022)



Rozdziat 1
Statystyki wypadkoéw z udzialem dzikich

zwierzat

1.1 Kolizje drogowe

Zapewne wigkszo$¢ os6b zyjacych w Polsce przezywala sytuacje, kiedy to jechata
samochodem, wieczorem lub nocg przez mato ucz¢szczang droge nieopodal lasu i widziata
btakajace si¢ nieopodal drogi dzikie zwierzgta. Problem ten nie bylby tak istotny, gdyby
na samym bitgkaniu si¢ konczylo, niestety wiele zwierzat oraz ludzi traci zycie w takich
kolizjach. Przy predkosci przekraczajacej 50 km/h zwierze w zderzeniu z samochodem
nie ma najmniejszych szans na przezycie, przy predkosciach powyzej 70 km/h zagrozone
jest rowniez zycie ludzkie. Wedlug statystyk az 98% kolizji z udziatem jeleniowatych
konczy si¢ $miercig zwierzgcia, pozostate 2% ponosi takie obrazenia, ktore wykluczaja
je z normalnego funkcjonowania oraz przyczyniaja si¢ do wczesniejszej Smierci zwierzecia
w ogromnych meczarniach. Szczegdlnie bolesnym ciosem dla przyrody jest kolizja
zudzialem przedstawicieli gatunkéw zagrozonych takich jak wilk, niedzwiedz
czy wystepujacy niezwykle rzadko rys. Poza sama $miercia zwierzat zagrozenie
dla wszelakich gatunkow niesie ze sobg fragmentacja. Jezdnia najczg$ciej przecina
terytorium migrujagcych zwierzat. Utrudnia to procesy takie jak zdobywanie pozywienia
lub poszukiwanie partnera. Jak podaja statystyki Policji z 2009 roku, liczba zabitych osob
w takich kolizjach wynosi 7, podczas kiedy rannych zostalo prawie 250 osob. Liczby
te przerazaja, jednak maja si¢ nijak do ilosci liczby zdarzen, ktora przekracza 17500
przypadkéw. Wezesniej wspominajac, ze mato, ktore zwierze wychodzi cato z takich star¢,
mozna uswiadomi¢ sobie jak duza jest skala omawianego problemu. Mowa wcigz tylko
o przypadkach zgloszonych policji. Wiele potracen zwierzyny nie jest jednak zglaszana,

poniewaz ptak, zajac lub inne mate zwierz¢ pozostawia jedynie mate wgniecenie na karoserii
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samochodu, a kierowca postanawia kontynuowa¢ podroéz bez wigkszych wyrzutow
sumienia. Jak podaje Borowska (2010) wedlug przeprowadzonych ankiet, niespelna,
co czwarty kierowca zglasza kolizj¢ na policj¢ lub do le$niczego, takze rzeczywista liczba

wypadkow moze by¢ duzo wigksza.

Problem pomimo tego, ze jest duzy czesto jest bagatelizowany. Nie podejmuje
si¢ krokéw, aby jemu zapobiec, a dotacje raczej obejmuja budowg nowych odcinkéw drog
anizeli zwigkszanie bezpieczefnstwa na istniejacych juz trasach. W konsekwencji cigzkim
zadaniem jest zaradzenie wypadkom, poniewaz skala zjawiska jest znana jedynie z domystu
oraz kalkulacji, a wptyw na populacj¢ zwierzat nie jest badany pod tym katem. Do dzi$
nie prowadzito si¢ w Polsce badan majacych na celu wytonienie konkretnego zachowania,
ktére miatoby zwigkszy¢ bezpieczenstwo czlowieka oraz dzikich zwierzat na drogach.
Aby co$ si¢ zmienilo nalezy zacza¢ pracowac od podstaw, uczac kierowcoéw podczas kursow
prawa jazdy, jaki wptyw na przyrod¢ ma potracenie dzikiej zwierzyny. Kiedy kierowcy beda
wyedukowani, zaczng zglasza¢ kolizje, wtedy instytucje odpowiedzialne za ochrong
srodowiska beda mogty przeprowadzi¢ badania na konkretnych danych oraz pokaza¢ w nich

jak bardzo Zle wplywa to na gatunki zwierzat zamieszkujacych polskie lasy.

Artykut 25 Ustawy o ochronie zwierzat z dnia 21 sierpnia 1997 r. méwi wyraznie,
ze ,,Prowadzqcy pojazd mechaniczny, ktory potrqcit zwierze, obowigzany jest, w miare
mozliwosci, do zapewnienia mu stosownej pomocy lub zawiadomienia jednej ze stuzb (...) ",
w wiekszosci przypadkéw kierowcy zwyczajnie nie wiedza, jak si¢ zachowac.
Boja si¢ informowac¢ policje, poniewaz sga przekonani, ze zostang ukarani mandatem,
w konsekwencji zwierz¢ zostaje pozostawione na pastwe losu. Wymieniony przyktad
réwniez mowi o tym, dlaczego tak trudno znalez¢ jakiekolwiek dane na temat ilosci kolizji
z udziatem zwierzat na drogach. Najwigksza ilo§¢ danych prawdopodobnie posiadatby firmy
zajmujace si¢ ubezpieczeniami, gdyz kierowcy w przypadku kolizji zglaszaja si¢ najczesciej
do nich. Niestety te nie sg sktonne do udostepniania tych liczb. Ministerstwo §rodowiska,

Ministerstwo infrastruktury oraz Gléwny Urzad Statystyczny rowniez nie posiada takich



danych, jedyne polska policja oraz niezalezny projekt ,,Zwierzgta na Drodze” prowadza

takie statystyki.

1.2 Statystyki wypadkéw z udziatem zwierzat

Obserwacje, ktore uzyte zostaly w pracy pochodza z ewidencji prowadzonej przez
polska policj¢ oraz projekt mgr. K. Kustuscha idr hab. Inz. Andrzeja Wuczynskiego,
o nazwie: ,,Zwierzeta na drodze”. Jak autorzy podaja na swojej stronie internetowej, celem
niniejszego serwisu jest dokumentowanie i analiza $miertelnosci dzikich zwierzat w wyniku
kolizji drogowych w Polsce. Swym zakresem serwis obejmuje skale ogoélnokrajowa,
dotyczy réznych rodzajow drég oraz zapewnia mozliwos¢ rejestrowania kolizji z udziatem
wszystkich grup dziko zyjacych zwierzat w naszym kraju. Ponadto, jest adresowany
do wszystkich zainteresowanych o0sob: przyrodnikow, naukowcow, przedstawicieli
administracji 1 shuzb drogowych, a takze najczestszych uzytkownikow drog — kierowcow.
Tak duza wszechstronno$¢ serwisu powinna umozliwi¢ petniejsze zrozumienie skali oraz
struktury zjawiska $miertelnosci zwierzat na polskich drogach, a takze upowszechni¢ wiedze

o tym zaniedbywanym dotad problemie.

Dogtebnie przygladajac si¢ problemowi nalezy odpowiedzie¢ na pytania, gdzie, kiedy
oraz jaki gatunek najczeSciej ginie na polskich drogach. Jak podaje Borowska (2010)
na podstawie ogdlnopolskiej ankiety z uczestnikami kolizji z udzialem dzikich zwierzat,

najwigcej 0osob wskazato, ze do wypadku dochodzito, kiedy otoczeniem drogi byt las.



Otoczenie drogi

Las 50%
Pole 27%
Laka 11%
Teren zabudowany  10%
Teren podmokly 2%

Rysunek 1 Otoczenie drogi w przypadku kolizji z udziatem dzikiej zwierzyny

Zrédlo: http://siskom.waw.pl/siskom/zwierzaki-wyniki-ankiety.pdf"

Wedhug ankietowanych, co drugi wypadek miat miejsce w otoczeniu lasu, z kolei tereny

zabudowane odpowiadajg za zaledwie, co dziesigty wypadek.

Kolejnym kryterium poddawanym analizie byt typ drogi z podziatlem na wypadki z duzym
oraz §rednim i matym zwierzeciem. W przypadku tego pytania glosy ankietowanych osob

byly bardziej roztozone.

KATEGORIA Duzy Sredni i
DROGI ssak maly ssak
Krajowa - autostrada % 4%
Krajowa - pozostate  31% 28%
Wojewodzka 33% 20%
Powiatowa 24% 18%
Gminna 10% 30%

Rysunek 2 Udzial duzych oraz matych ssakow w wypadkach w rozdzieleniu na kategorig drogi

Zrédlo: htip://siskom.waw.pl/siskom/zwierzaki-wyniki-ankiety.pdf
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Wyjatek dla obydwu typdéw zwierzat stanowia autostrady. Zaledwie $rednio
3% kolizji miato na nich miejsce. Maly procent kolizji na autostradach wyraznie wskazuje
na wyjatkowe bezpieczenstwo tych drog. W wigkszosci przypadkow sg one w dobry sposob
oznakowane, posiadaja specjalne siatki oraz ptoty, ktére w prawidtowy sposob zatrzymuja
dzika zwierzyn¢ uniemozliwiajac jej wbiegnigcie pod kota rozpedzonego samochodu.
Autostrady rowniez s3 drogami, na ktéorych samochody moga rozwija¢ najwigksze
predkosci, wzwiazku ztym kazdy wypadek bezposrednio zagraza ludzkiemu Zzyciu.
Z tej zalezno$ci mozna rowniez wywnioskowaé jak duza uwage cztowiek zwraca na swoje

bezpieczenstwo, za razem bagatelizujac bezpieczenstwo dzikich zwierzat.

Kolejna analiza skupia si¢ na wylonieniu pory roku, w ktdrej najczesciej dochodzi
do wypadkow. Ankieta Borowskiej (2010) méwi, ze porg roku, ktora przewazata w liczbie

zdarzen drogowych bytla jesien.

40% ks
32%
30%
20%
1% 14%
. .
0%

Jesien Lato Wiosna Zima
Pora roku

Rysunek 3 Wypadki samochodowe z udzialem dzikich zwierzqt z podziatem na pore roku.

Zrédlo: Opracowanie wlasne na podstawie danych z hitp://siskom.waw.pl/siskom/zwierzaki-wyniki-ankiety.pdf
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Wedlug ankietowanych najtragiczniejsze pory roku to Jesien oraz Lato.
Lato w przypadku wigkszo$ci zwierzat jest okresem godowym. Zwierzeta w tym czasie
walcza o samice, szukajg miejsca do rozrodu oraz tworzg arealy osobnicze, a co za tym idzie
— muszg migrowaé. W okresie godowym szczegdlnie narazone sa samce, ktore
w poszukiwaniu partnerki zwigkszaja znacznie swoje terytorium. Jesieniag doszto
do najwigkszej ilosci wypadkow, poniewaz jest to pora roku, kiedy zwierzeta migruja w celu
poszukiwania miejsca do zimowania. Zima cechuje si¢ tym, Ze czgste zle warunki
atmosferyczne zmuszaja kierowcoOw do S$ciggnigcia nogi zgazu a co za tym idzie
zwigkszenia bezpieczenstwa na drogach. Zwierzgta podczas zimy migruja najmniej,
w przypadku przekraczania jezdni lub stania na poboczu zwierz¢ jest dobrze widoczne

na bialym, $nieznym tle.

Analiza pér roku jasno wskazuje powigzania miedzy zachowaniem zwierzat a ilo$cig
wypadkéw. Analiza pory dnia rowniez tlumaczy, w jaki sposob ludzie powinni dbac

o bezpieczenstwo na drodze. Niemalze 70% wypadkéw ma miejsce o zmierzchu lub w nocy.
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30%

20%

10% 8%
Noc Zmierch Dzien Swit

Pora dnia

Rysunek 4 Wypadki samochodowe z udzialem dzikich zwierzqt z podziatem na pore dnia.

Zrédlo: Opracowanie wlasne na podstawie danych z http://siskom.waw.pl/siskom/zwierzaki-wyniki-
ankiety.pdf

Zdecydowana wigkszo$¢ ssakoéw oraz ptakéw zyjacych w naszych lasach rozni
si¢ trybem zycia od cztowieka. Cztowiek, bowiem w ciggu dnia jest produktywny, a noca
odpoczywa. Zwierzeta lesne za dnia odpoczywaja, a w nocy migruja w celu poszukiwania
pozywienia. Ten wlasnie czynnik powoduje tak wiele wypadkow w porze nocnej, zmniejsza
si¢ wtedy ruch na ulicach, dzigki czemu zwierzyna chetniej wchodzi na jezdnie. Kolejnym
waznym aspektem sg §wiatta samochoddéw. Moga one oslepi¢ zwierzg a te w poplochu
wbiegnie na jezdnie nie widzac nadjezdzajacego pojazdu. W tej sprawie wazy rowniez
czynnik ludzki, mianowicie w ciggu nocy nasza czujnos$¢ jest ograniczona, wzrok i pole

widzenia si¢ zmniejsza, a refleks i czas reakcji maleje o potowe.
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Zardéwno analiza pory roku jak i pory dnia nasuwa pewne wnioski, w jaki sposob
mozna zacza¢ minimalizowa¢ wypadki z udzialem zwierzat na drogach. Przede wszystkim
nalezatoby wprowadzi¢ odpowiednie technologie, ktore w porach wieczoru oraz nocy
odstraszalyby zwierzyne tak, aby ta nie miata mozliwo$ci wtargna¢ kierowcy pod kota.
Kolejny sposob walki o §rodowisko jest nieco bardziej skomplikowany od swojego
poprzednika. Chodzi tu, aby przed rozpoczgciem budowy trasy sprawdza¢ czy nie koliduje
ona znurtami migracyjnymi zwierzat. Dzigki takiemu rozwigzaniu mozna by bylo
zbudowa¢ odpowiednie przeprawy dla zwierzat w postaci mostow lub tuneli. Taka praktyka
bytaby skuteczna, aczkolwiek jej minusy to przede wszystkim czasochlonno$¢, poniewaz
badanie nurtow migracyjnych zwierzyny jest operacja, ktora czesto trwa latami i wymaga

sporego naktadu sit ze strony lokalnych le$niczych oraz biologdw.

Praca odpowiedziata na pytania, ,kiedy” oraz ,gdzie” dochodzi najczgsciej
do wypadkow drogowych z udziatem zwierzat, pora zaja¢ si¢ najwazniejszym pytaniem,
— kto jest najbardziej poszkodowany w kolizjach. Ewidencja prowadzona przez portal
zwierzetanadrodze.pl prowadzona jest od roku dwutysigcznego. W portalu internetowym
uzytkownicy moga w bardzo prosty sposob udokumentowaé kolizje ze zwierzgciem.

Ponizszy wykres przedstawia dane z kolizji z podzialem na gromadg¢ zwierzat.
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6K
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2965
2K
643
0K
Plazy Ssaki Ptaki Gady
Gromada

Rysunek 5 Wypadki samochodowe z udzialem dzikich zwierzqt z podziatem na gromade.

Zrédlo: Opracowanie wlasne na podstawie danych z https.//zwierzetanadrodze.pl/

Na rysunku 5 mozna zauwazy¢ ogromng ilo§¢ zwierzat z gromady ptazéw oraz ssakow.
Te dwie najczeéciej gingce gromady daja ponad jedenascie tysiecy wypadkow
samochodowych. Liczba ta jest zatrwazajaca, lecz warto przyjrze¢ si¢ rOwniez gromadom
ptakow 1 gadow, ktore moim zdaniem s3 o wiele zanizone, poniewaz czg¢sto kierowca
nie jest w stanie zauwazy¢, ze miat kolizje z ptakiem poprzez jego drobng budowe. Gady
z kolei sg jeszcze mniejsze, co za tym idzie trudno jest zidentyfikowaé kolizje z gadem.
Jak podaje Anna Krzysztofiak (2005) w Polsce wystepuje tylko dziewig¢ gatunkdw, z czego
pie¢ znich mozemy spotka¢ na terenie Wigierskiego Parku Narodowego. Sa to trzy
jaszczurki: zwinka, zyworodna i padalec oraz dwa weze: zaskroniec zwyczajny i zmija
zygzakowata. Oprocz nich na ziemiach polskich mozna spotka¢ rowniez jaszczurke
murowa, jaszczurke zielong, zaskronca zwyczajnego igniewosza plamistego.
Charakterystyczne sg rowniez dwa gatunki obce, zotw btotny oraz z6tw ozdobny, ktore
pomimo wystepowania w Polsce nie sg zaliczane do fauny, poniewaz znalazly

si¢ tu w sposob sztuczny. Ze stow Anny Krzysztofiak mozna wywnioskowac jak rzadko
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spotykane sg gady w poréwnaniu do innych gromad zwierzat. Zatem te sze$éset czterdziesci
dwie kolizje z tymi rzadko wystgpujacymi, czesto objetymi ochrong zwierzetami to rowniez

ogromna tragedia.

Analiza gromady pozwolita spojrze¢ na rozktad poszkodowanych w nieco bardziej
og6lny sposob, kiedy opracowano wizualizacj¢ z gatunkiem jako parametr podziatu mozna
wywnioskowaé wiele ciekawych informacji. Pierwsze miejsce zajmuje Ropucha Szara,

ktora ma ponad cztery i1 pot tysigca zgtoszen o kolizjach z jej udziatem.
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Rysunek 6 Wypadki samochodowe z udzialem dzikich zwierzqt z podziatem na gatunek.

Zrédlo: Opracowanie wlasne na podstawie danych z https.//zwierzetanadrodze.pl/



Warto wspomnie¢, ze na powyzszym rysunku znajdujg si¢ az trzy gatunki, ktore sa objete
Scista ochrong gatunkowa w Polsce. Jest to Zaskroniec, Kos oraz Rudzik.
Z powyzszych gatunkdéw pierwsze miejsca zajmujg zwierzeta, ktoére w przypadku kolizji
nie zagrazaja zyciu kierowcy. Dopiero Sarna, znajdujaca si¢ na dziewigtym miejscu jest
zwierzeciem, ktore przy odpowiedniej predkosci moze wyrzadzi¢ czlowiekowi krzywde
samym ci¢zarem swojego ciala. Jako ciekawostk¢ niewidoczng na wykresie mozna doda¢
to, ze w wypadkach brato udziat dwadziescia siedem tosi, sze$¢ szopoéw praczy, pie¢ wilkow,
trzy zubry, jeden niedZwiedZ brunatny, jeden szakal ztocisty oraz jeden jastrzab. Zwierz¢ta
te nie tylko sg bardzo rzadkie oraz objete $cisla ochrong, ale rowniez stuza za wizytoéwke

Polski, wiec ochrona ich powinna sta¢ na bardzo wysokim poziomie.

Jezeli chodzi o analizy wypadkow samochodowych zudzialem zwierzat warto
réwniez przyjrze¢ si¢ zbiorowej pracy studentow Uniwersytetu Przyrodniczego w Poznaniu
o tytule: ,,Rozwo¢j infrastruktury drogowej a kolizje zudzialem zwierzyny lesnej”.
W artykule M. Iwinskiego, A. Zydronia, M. Antkowiak oraz P. Szczepanskiego (2010)
podjeto probe analizy wplywu rozwoju inwestycji drogowych na liczbe wypadkow
z udzialem dziko zyjacych zwierzat na przyktadzie drog przebiegajacych przez gminy:
,,Kornik i Mosina”. Na podstawie badan okreslono, ze gldownym czynnikiem wptywajacym
na liczbe zdarzen ze zwierzyng leSng jest nat¢zenie ruchu kotowego, a takze
fragmentaryzacja krajobrazu. Rozwijajaca si¢ infrastruktura drogowa o wysokich klasach
szlakéw komunikacyjnych powinna stanowi¢ naturalng barier¢ dla zwierzat, a zdarzenia
na tego typu szlakach mie¢ charakter incydentalny. Analiza zebranego materiatu wykazata,
ze rozw0j infrastruktury drogowej nie wyeliminowal kolizji z udziatem zwierzat. Analiza
ta r6zni si¢ od poprzedniej, poniewaz dane skupiaja si¢ na zaledwie dwoch gminach, kiedy
dane z poprzedniego portalu skupiaty si¢ na calej Polsce. Autorzy zaznaczyli, ze dane
pozyskali za pomoca Komendy Glownej Policji. Materiat udostgpniony przez policje
obejmowat 138 zdarzen w latach 2008-2012 na terenie Powiatu Poznanskiego, a doktadniej
dwoch gmin: Koérnika oraz Mosiny. Ponizszy wykres przedstawia rozklad wypadkow

na poszczegolne typy drog.
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Rysunek 7 Wypadki samochodowe z udzialem zwierzqt z rozroznieniem na typ drogi.

Zrédlo: Rozwdj infrastruktury drogowej a kolizje z udzialem zwierzyny lesnej. Iwinski, Zydron, Antkowiak,
Szczepanski 2017 r.

Widaé, ze wigkszo$¢ wypadkéw miato miejsce na drogach wojewddzkich.
Wynik jest nieco wyzszy, jednak bardzo podobny do analizy zawartej na rysunku drugim.
Whiosek, zatem jest taki, ze zarowno na terenach catej Polski jak i na wybranych, matych
probkach najczesciej do wypadkéw dochodzi na drogach wojewodzkich. Zapewne dzieje sie
tak, poniewaz drogi te sg najczesciej uczeszezane a ich infrastruktura, faczac ze sobg miasta
w wojewodztwie krzyzuje si¢ z drogami, ktorymi migruja zwierzeta. Koncowym etapem
zbiorowej pracy studentéw z Uniwersytetu Przyrodniczego w Poznaniu bylo
przeprowadzenie analizy ekonomicznej skutkow wypadkoéw z udziatem zwierzyny lesne;j.
Jak podaja autorzy Iwinski, Zydron, Antkowiak i1 Szczepanski (2017) ze wzgledu
na ograniczony charakter metadanych dla materialu empirycznego przyjety zostatl podziat
dla drég: nizszych klas — powiatowych i gminnych, gdzie kolizje skutkowaty jedynie
uszkodzeniami mienia, oraz wyzszych klas — wojewodzkich i krajowych, gdzie koszty
ekonomiczne zdarzen dotyczyly réwniez uszczerbku na zdrowiu uczestnika wypadku.

Ponizszy wykres przedstawia koszty zdarzen z udziatem zwierzyny dla danych typéw drog.
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Rysunek 8 Koszty zdarzen z udziatem zwierzyny dla danych typow drog.

Zrédlo: Rozwdj infrastruktury drogowej a kolizje z udziatem zwierzyny lesnej. Iwinski, Zydroh, Antkowiak,
Szczepanski 2017 r.

W rekordowym dla drég wojewodzkich ikrajowych roku 2011 koszty zdarzen
dla tak matej probki wynosity blisko 700 tysigcy zlotych. Z kolei najwyzsze koszty dla drog
gminnych i powiatowych przedstawione zostaly w latach 2009 oraz 2010, w przypadku
obydwu lat oscylowaly one w okolicach 100 tysigcy zlotych. Kwoty te pokazuja w bardzo
dobry sposob, ile kosztuja nas takie wypadki. Za kazdym razem, kiedy potracane
jest zwierzg, kosztem nie jest tylko wgnieciona karoseria samochodu, jest nim réwniez
czgsta potrzeba hospitalizacji poszkodowanego, koszty zwigzane z interwencja weterynarza
lub lesniczego oraz w przypadku wigkszej zwierzyny koszty usuwania zwtok zwierzgcia.
Caly proces odpowiedniego reagowania w przypadku kolizji w tak matym obrgbie
terytorialnym potrafi wygenerowac wiele kosztow, niewyobrazalng r6znica bytoby wydanie
tych pienigdzy na odpowiednig prewencj¢ oraz zapobieganie wypadkom w najbardziej

niebezpiecznych miejscach.

Po wstepnej analizie danych pochodzacych z r6znych zrodet mozna wywnioskowac,

na jakich drogach oraz w jakich okolicach powinno si¢ zwraca¢ najwigksza uwage na kolizje
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ze zwierzetami. Wcigz jednak wielkim mankamentem jest brak posiadania ujednoliconego
systemu, ktory umozliwilby lepsze dbanie o przyrod¢. W Polsce dane sa gromadzone
lokalnie, przez co czesto sa w roznych formatach, sa niepetne irozproszone. Podmioty
dysponujace danymi takie jak: policja, nadle$nictwo, urzedy, parki narodowe, nie kontaktuja
si¢ ze soba, przez co prawdopodobnie kazda préba zlaczenia danych o kolizjach
zakonczylaby si¢ fiaskiem, poniewaz nie byloby pewnosci czy dana kolizja nie zostata
zarejestrowana w dwoch niezaleznych od siebie zbiorach danych. Gromadzeniem oraz
ujednoliceniem danych powinno si¢ zajmowaé¢ GDOS i Ministerstwo Infrastruktury.
Dane o wypadkach powinny by¢ tatwo dostepne tak, aby utatwi¢ analizy wykonywane
w ich oparciu. Uzupehieniem dla danych moga by¢ informacje przez podmioty zwigzane
z ochrong przyrody, np. osrodkami rehabilitacyjnymi dla zwierzat, gdzie trafiajg zwierze¢ta
poszkodowane w trakcie kolizji, rowniez Parki Narodowe oraz Nadle$nictwa moga
uzupelnia¢ dane na podstawie znalezionych przy poboczu lub wlesie martwych
zwierzetach, po ktorych wida¢, ze ucierpialy w wypadku. Obecnie bardzo popularne jest
dbanie i zajmowanie si¢ naturalnym srodowiskiem, wigc istnieje duze prawdopodobienstwo,
ze system ten zostanie zjednolicony oraz bedzie moégl stuzy¢ zmniejszeniu ryzyka
wypadkéw. Po wnikliwej analizie wraz z graficznym przedstawieniem poszczegdlnych
aspektéw kolizji z udziatem dzikich zwierzat, warto przej$s¢ do kolejnego punktu, ktéry

bedzie zawieral idee zmniejszenia wystgpowania tych przykrych zdarzen.
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1.3 Sposoby na zmniejszenie liczby kolizji drogowych

Jeszcze do niedawna metody na zapobieganie liczby kolizji drogowych dzielity
si¢ na te dzialajagce na ludzi oraz na te dzialajace na zwierzgta. Metody dziatajace

na cztowieka to miedzy innymi:

- Znaki drogowe,

- Sygnaty $wietlne,

- Elektroniczne tablice ostrzegawcze.
Z kolei metody odstraszajace zwierzeta to:

- Odblaski,

- Gwizdki na zderzakach,

- Bariery chemiczne.

W tych dwoch metodach oczywiscie pomijamy sposob zapobiegania, ktorym jest tworzenie
przej$¢ dla zwierzat i odgradzanie pobocza jak ma to miejsce na wigkszo$ci autostrad.
Co jednak, gdyby uzy¢ dostepnej dla ludzi sztucznej inteligencji i zamontowac system
kamer wyposazonych w algorytm, ktory bedzie w stanie automatycznie klasyfikowac rase
zwierzecia? System ten po sklasyfikowaniu zwierzecia bedzie wysylal do osoby sygnat
za pomocg $wiatel ustawionych przy jezdni. Mozna réwniez zamiast sygnatu utworzy¢
oddzielng aplikacj¢ na telefon badz modut do popularnych aplikacji takich jak Apple Maps
czy Google Maps, ktory bedzie nas zawiadamial, ze blisko miejsca, przez ktore jedziemy

znajduje si¢ zwierz¢ przy drodze. System ten ma réwniez jedng powazng zaletg,
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w przypadku zwyktych czujnikow ruchu nie jesteSmy w stanie sklasyfikowaé gatunku
zwierzecia znajdujacego si¢ przy drodze. Sztuczna inteligencja moze z fatwoscia zapisywac
te dane oraz tworzy¢ bazg, w ktérej znajdowac si¢ beda wszelakie informacje na temat
najczestszych prob przekroczenia drég przez dany gatunek. Dane te w przyszlosci moga
zosta¢ wykorzystane do sporzadzenia mapy drég migracyjnych gatunkoéw oraz na podstawie

ich budowania specjalnych przej$¢ dla zwierzat przy drogach.

Znak drogowy wyposazony w system z sygnatem §wietlnym jest znany ludzkosci
od wielu lat. Pomimo swojej ogromnej skutecznosci nie jest on wykorzystywany w wielu
Europejskich krajach. Jak podaje amerykanski portal zajmujacy si¢ sprawami patentowymi
,Justia Patents” istnieje oficjalny system pod nazwa ,,Wildlife warning system” zostal
zgloszony do amerykanskiego biura patentowego w 2013 roku. System ten sklada
sic zdwoch urzadzen. Jeden to ,Zrédlo ostrzegania”, ktore zawiadamia kierujacego
o niebezpieczenstwie, a drugie to ,,Generator Sygnalu”, ktéry ma za zadanie zbiera¢
za pomocg czujnika na podczerwien sygnaty. Urzadzenia s3 ze soba potaczone poprzez
bezprzewodowa sie¢. Czesto do obydwu urzadzen stosuje si¢ rowniez panel fotowoltaiczny
wcelu  zaoszczedzenia na  energii  potrzebnej do  zasilenia  aparatury.
System ten byl testowany w Niemczech. Liczba kolizji w miejscu, gdzie go zastosowano

spadta prawie do zera.
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Rysunek 9 System ostrzegania przy drodze numer 191 w parku Yellowstone.

Zrédlo: Fotografia Marcel Huijser.

Wazna wada tego systemu jest to, ze jest on drogi. Zastosowanie go na drodze wigze
si¢ z kosztem poprowadzenia tamtedy instalacji elektrycznej, zamontowania lamp
ostrzegajacych w malych odstgpach oraz kamer badz czujnikow, ktére beda w stanie
wychwyci¢ ruch zwierzgcia. Nastgpna wada to czeste niedociggnigcie systemu, jezeli
uzyjemy czujnikow to system moze uruchamiac sie, kiedy wykryje spadajacy 1is¢, cztowieka
spacerujacego poboczem lub powalone drzewo, co wprawi kierowce w btad. Dlaczego
system uzywajacy kamer ma przewage nad systemem ze zwyklymi czujnikami? Pierwszym
argumentem jest mozliwo$¢ szerszego zastosowania, kamery moga ze stu procentowa
pewnoscig poprawnie klasyfikowac zwierzg 1 nie ostrzega¢ kierowcy na marne w przypadku

spacerujacego cztowieka, spadajacego liscia badz zerwanej gatezi. Jezeli zastosujemy
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algorytm wowczas mozemy réwniez go wykorzysta¢ do prowadzenia ewidencji oraz

zbierania danych na temat prob pokonania jezdni przez zwierzyng.

%

Rysunek 10 Zwierzeta przekraczajqce jezdnie.

Zrédlo: Piotr Krzyzanowski, fotografia dla Polskapresse.

W przy obecnym rozwoju technologii, cztowiek zrozumiatl jak waznym oraz drogim
czynnikiem s3 dane. Dane zebrane przez taki system moglyby si¢ przyczynié
do przeprowadzenia badan, wyciagnigcia cennych wnioskdéw, a nastepnie wprowadzenia
metod prewencyjnych w celu polepszenia sytuacji. System przypominajacy wczesniej
wspomniany ,,Wildfire warning system” tylko zamiast czujnika wykorzystujacy kamery
oraz system do zbierania danych mogilby odmieni¢ w duzym stopniu bezpieczenstwo
na drogach. Dalsza cz¢$¢ pracy zawiera szczegdlowy algorytm, ktéry mogltby zostaé uzyty
w takim systemie. Na podstawie doktadnych danych w postaci zdje¢ zwierzecia system

potrafi poprawnie sklasyfikowac rase. System mogtby w petni zapewni¢ brakujaca wiedze
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na temat drog migracyjnych zwierzat, a co za tym idzie zapewni¢ odpowiednie podioze
do przeprowadzenia badan przez lesnikéw oraz odpowiedzialne organy. Obecna tendencja
na rynku sprzyjajaca inwestowaniu w technologie uznawane jako bezpieczne dla sSrodowiska
oraz ratujace zwierzg¢ta rowniez moze by¢ postrzegana jako ogromna szansa dla rozwoju
tego typu oprogramowania. Wiele ogromnych korporacji wspiera w kazdy mozliwy sposob
projekty majace na celu opieke¢ nad planeta Ziemia. Infrastruktura drogowa w wigkszo$ci
przypadkéw budowana oraz utrzymywana jest zpienigdzy skarbu panstwa,
w tym przypadku wladze moga przychylnie patrzec¢ na tego typu projekty, poniewaz istnieje
nadciagajacy z zachodu trend na ekologie pod kazda postacig. Bezpieczenstwo drogowe
réwniez powoli si¢ zmienia, lata temu jezdnie nie byly wyposazone chociazby w bariery
drogowe, ktore maja na celu minimalizacje niebezpieczenstwa w razie wypadku
samochodowego. Ekrany dzwigkoszczelne blisko domow rowniez byly kiedy$ czyms$
bardzo rzadkim, obecnie po wielkich protestach ze strony mieszkancéw okolic ruchliwych
drog sa one budowane praktycznie wszedzie. Obydwa wymienione ulepszenia infrastruktury
drogowej kiedy$ byly niepotrzebnym wynalazkiem, a obecnie s3 standardem kazdej
inwestycji. Buduje si¢ réwniez wigcej pasow zieleni — trend ten szczegdlnie widziany jest
w miastach takich jak Warszawa, Gdansk czy Krakéw. Podsumowujac $wiadomosé
cztowieka si¢ zmienia, a co za tym idzie zmienia si¢ tez jego podejscie do ochrony zycia
oraz zwigkszania jego komfortu, prawdopodobna prognoza w tym przypadku jest

przeniesienie tego na zwierzeta i zaczgcie dbac¢ o ich zdrowie 1 zycie.
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Rozdzial 11

Opis oraz specyfikacja zbioru danych

2.1 Sposdéb czytania obrazu poprzez maszyne

Baza danych, na ktorej zostal przeprowadzony projekt jest baza danych
niestrukturalnych, dane te cechujg si¢ tym, Ze ich struktura nie jest do konca ustalona
inie moze by¢ w prosty sposob rozpoznana poprzez jezyk programowania Python,
w ktorym wykonany jest projekt. W sktad danych niestrukturalnych wchodzg zdj¢cia, zapisy
glosowe, zapisy wideo, przy pracy ztakimi bazami danych nalezy uzy¢ specjalnych,
dedykowanych pod to bibliotek jezyka programowania Python. Biblioteka, ktéra umozliwia
prace¢ z przetwarzaniem obrazu, z jezyka angielskiego ,,Computer Vision” nazywa si¢ Keras.
Zapisy strukturalne, ktore sg przeciwienstwem danych niestrukturalnych cechuja si¢ tym,
ze s3 uporzadkowane, najczesciej sg to dane znajdujace si¢ w tabeli, czyli w postaci, ktora
utatwia ich odczytanie oraz analiz¢ poprzez komputer. Aby zaglebi¢ si¢ w to w jaki sposob
dzialajg sieci neuronowe rozpoznajgce obraz nalezy pozna¢ system odczytu obrazu poprzez
komputer. Fotografia wys$wietlana poprzez algorytm jest stworzona z milionow matych
pikseli, te zdefiniowane sg poprzez ich doktadne koordynaty oraz trzy pozostale parametry,
ktore okreslaja kolor piksela. Kazda z tych liczb reprezentuje jeden kolor, system ten nazywa
si¢ RGB od angielskich pierwszych liter kolorow red, green oraz blue. Nat¢zenie koloru
zawsze jest podane w kolejnosci od czerwonego do niebieskiego. Kazdy z kolorow
ma zakres od 0 do 255. Dla przyktadu (255,0,0) bedzie okreslat kolor czerwony, a (0,255,0)
bedzie okreslat kolor zielony. Komputer odczytuje obraz jako macierz posiadajaca ogromne
ilo$ci uporzadkowanych po parametrach: ,,Wide”, oznaczajace w jezyku polskim szerokos¢

od oraz ,,Height” oznaczajace w jezyku polskim wysoko$¢ wraz z ich nat¢zeniem kolorow
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Rysunek 11 Nakiadanie si¢ na siebie warstw RGB.

Zrédlo: Andrea Vedaldi — Convolutional Networks for Computer Vision Applications

Na powyzszym rysunku zostalo przedstawione nakladanie si¢ na siebie trzech warstw
kolorow oraz to w jaki sposob za pomocag wektorow W oraz H uporzadkowane sa piksele.
Ilo$¢ pikseli na zdjeciu bedzie okreslata jak bardzo po przyblizeniu zdjecie bedzie ostre,
dla przykladu ilos¢ pikseli, ktora jest optymalna dla fotografii wielkosci kartki
A4 to 3508 x 2480. Fotografia jest jednak siatka o takich wymiarach, wigc pomnozone przez
siebie piksele daja wynik prawie 9 miliondw pozycji, z ktoérych kazdy piksel ma okreslony
poprzez system RGB kolor. Dla czlowieka taki rozmiar wydaje si¢ by¢ bardzo wielki,
jednakze dla komputera pod wzgledem samego odczytu nie sprawia on wigkszych
probleméw. Nowoczesne procesory oraz karty graficzne sa zoptymalizowane

tak aby przeksztalca¢ wielowymiarowg macierz obrazu na wektor, ktory fatwiej jest dla nich
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obliczy¢. Obliczenia zaczynaja si¢ wydluzac, kiedy trzeba doktadnie, jak ma to miejsce przy
Konwolucyjnych Sieciach Neuronowych, przeanalizowa¢ kazdy piksel oraz krok po kroku,
wraz z kazda ukryta warstwa wytania¢ z niego coraz to inne szczegodty takie jak kontur,
ksztatt, a w pozniejszych warstwach cechy charakterystyczne takie jak na przyktad rog,
traba, skrzydlo czy puszysty ogon zwierzgcia. Dziatanie ukrytych warstw zostato opisane
doktadnie w kolejnym rozdziale pracy. Wracajac jednak do systemu odczytu obrazéow
poprzez komputer, aby nie spowalnia¢ obliczen wiele technik pozwala na operacje utraty
informacji. Lepszy obraz krawedzi, bedzie widoczny juz, kiedy fotografia zostanie
przeksztalcona na odwrdcenie kolorow, operacje ta przeprowadza si¢ odejmujac natgzenie
barw RGB kazdego z pikseli od 255, ktére jest koncem skali. Wzor tej operacji wyglada

zatem nastepujaco:
nowy pixel = 255 — stary pixel

Nalezy oczywiscie pamigtaé, aby odejmowanie przeprowadzi¢ oddzielnie dla koloru

czerwonego, zielonego oraz niebieskiego.

Rysunek 12 Porownanie zdjecia w oryginale oraz z natozonym filtrem odwrocenia kolorow.

Zrédlo: https://miroslawmamczur.pl/jak-dzialaja-konwolucyjne-sieci-neuronowe-cnn/
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Jak podaje Mamczur (2021) wsieciach konwolucyjnych macierz, ktoéra naklada
si¢ na macierz pikseli nazywa si¢ filtrem badz kernelem. Macierz, ktéra zostanie natozona
na wejSciowe zdjecie opisane w kodzie parametrem ,small image” przeobrazi

je w widoczny na ponizszym obrazku sposob.

Feature map - left sobel

Rysunek 13 Porownanie zdjecia czarno-biatego oraz zdjecia z nalozonym filtrem left sobel.

Zrédlo: https://miroslawmamczur.pl/jak-dzialaja-konwolucyjne-sieci-neuronowe-cnn/

Dzigki temu zabiegowi obraz stracit swe kolory, jednak widoczne sa na nim kontury

i pierwotne linie oddzielajace od siebie rozne kolory.

Kod 2.1

Zrédlo: https://miroslawmameczur.pl/jak-dzialaja-konwolucyjne-sieci-neuronowe-cnn/

from scipy.signal import convolve2d

def apply_kernel_to_image(img, kernel, title='"):

feature = convolve2d(img, kernel, boundary='symm', mode='same')
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# Plot

fig = plt.figure(figsize=(20, 10))

axl = fig.add_subplot(l, 2, 1)

ax1l.imshow(img, 'gray')

axl.set_title('Input image', fontsize=15)

axl.set_xticks([])

axl.set_yticks([1)

ax2 = fig.add_subplot(l, 2, 2)

ax2.imshow(feature, 'gray')

ax2.set_title(f'Feature map - {title}', fontsize=15)

ax2.set_xticks([1)

ax2.set_yticks([1)

plt.show()

#left sobel

kernel = np.array([
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(1, 2, -11D
apply_kernel_to_image(small_image, kernel, 'left sobel')
Powyzszy efekt mozna uzyska¢ poprzez zastosowanie takiego kodu. Funkcja
zaprezentowana w kodzie ma za zadanie wyswietli¢ obok siebie dwie fotografie, wejSciowa
oraz po jej prawej stronie wyjsciowa. Pod parametrem ,,kernel” do funkcji wprowadzana jest
siatka filtra, ktory ma by¢ natozony na funkcje wyjsciowa.
Kolejnym efektem, ktory moze zosta¢ natozony na zdjgcie jest powszechnie znany

w fotografice ,,blur’. Tworzy on efekt nieostrego, zamazanego obrazu widzianego przez

mgle, jest to powszechna technika pozwalajaca na utrate informacji w sposob kontrolowany.

Rysunek 14 Porownanie zdjecia czarno-biatego oraz zdjecia z natozonym filtrem blur.

Zrédlo: https://miroslawmamczur.pl/jak-dzialaja-konwolucyjne-sieci-neuronowe-cnn/
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Kod 2.2

Zrédlo: https://miroslawmameczur.pl/jak-dzialaja-konwolucyjne-sieci-neuronowe-cnn/

kernel = np.array([

[0.01, @0.01, 0.01],

[0.01, @0.01, 0.01],

[0.01, ©0.01, 0.01]11)
apply_kernel_to_image(small_image, kernel, 'blur')
Efekt ten uzyskuje si¢ mnozac macierz obrazu przez 0.01. Na podstawie powyzszych
rysunkach przedstawione zostalo jak w fotografice stwarza si¢ pewne efekty, te same
sposoby oraz obliczenia wykorzystywane sag w programach do edycji oraz retuszu zdjeé
1 filmoéw.

Algorytm utraty informacji, ktory zostat uzyty w powyzszych kodach jest niczym

innym niz naktadaniem krok po kroku na macierz siatki wag, mnozenie ich, aby na koniec

zsumowac je 1otrzymac¢ z nich mniejsza siatke. Utrata informacji nast¢puje za pomoca

zmniejszenia liczby pikseli, operacja zostata opisana na ponizszym przykladzie:
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Rysunek 15 Przykiad sumowania macierzy z natezeniem pikseli oraz macierzy filtra.

Zrédlo: https://towardsdatascience.com/types-of-convolution-kernels-simplified-f040cb307¢37

Przyklady te s3a uproszczone do skali, ktora bez problemu pozwoli na ich opisanie.
W pierwszej kolumnie przedstawiona zostata siatka z Kernelem, druga kolumna przedstawia

piksele na bardzo uproszczonym obrazie. Mozna zatem przystapi¢ do obliczen:

3%5 + 2%1 + 2%1 + 2%1 + 2%-1 = 7

Na obrazie w $rodku widniat piksel o wartosci 3, ktory zostat podniesiony do wartosci 7.

Kolejny przyktad przedstawia spadek wartosci piksela:

1*5+ 2*%-1 + 2%-1 + 2*1 + 2*1 = -3

W tym przyktadzie warto$¢ spadta z 1 do -3.

Oczywiscie caty przyktad jest uproszczony, w prawdziwym algorytmie te obliczenia
sa powielane trzykrotnie dla kazdej warstwy koloru RGB, a nastgpnie naktadane na siebie

w celu uzyskania finalnej wersji obrazu.
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Na ponizszym rysunku przedstawione jest jak z siatki 4x4, ktora posiada 16 pikseli mozna

w ten sposob uzyskac siatke 2x2, ktora posiada 4 piksele.

. *
e

Rysunek 16 Przedstawienie generalizacji pikseli za pomocq konwolucji.

Zrédlo: https://towardsdatascience.com/types-of-convolution-kernels-simplified-f040cb307¢37

Utrata informacji jest zauwazalna na matym przykladzie, tatwo zatem wyobrazi¢ sobie
jak duzym utatwieniem dla obliczen jest zastosowanie tej techniki na siatce, ktéra posiada

kilka milionow pikseli.

34



Jak podaje Mamczur (2015) warstwy splotowe sa podstawa sieci konwolucyjnych CNN,
poniewaz zawieraja wyuczone filtry, ktore wyodrebniaja cechy odrdzniajace od siebie rozne
obrazy. Kiedy definiujemy warstw¢ CNN nie podajemy tych filtrow, filtry te sa dobierane
1 optymalizowane podczas procesu trenowania sieci, sg one dobrane tak aby minimalizowad
btedy przy rozwigzywaniu problemu. W przypadku tej pracy kernele beda dobrane
tak, aby jak najlepiej odrézni¢ od siebie gatunki zwierzat. Mirostaw Mamczur w swojej
publikacji naukowej z 2015 roku zawarl réwniez wyttumaczenie trzech waznych krokow
generalizacji obrazu, ktore pragne przyblizy¢. Kernel Size nazywany rozmiarem jadra czgsto
nazywany jest tez rozmiarem filtra, odnosi si¢ on do wymiar6w przesuwanego okna
nad wejsciem. Wybor tego hiperparametru ma ogromny wplyw na zadanie klasyfikacji
obrazu. Na przyklad male jadra sa w stanie wydoby¢ z danych wej$ciowych znacznie
wigksza ilo$¢ informacji zawierajacych wysoce lokalne funkcje. Mniejszy rozmiar jadra
prowadzi rowniez do mniejszego zmniejszenia wymiardw warstw, co pozwala na glebsza
architektur¢. Proces ten dziala w dwie strony, duzy rozmiar jadra wyodrgbnia mniej
informacji, co prowadzi do szybszego zmniejszenia wymiardw warstw, czego skutkiem
czesto jest gorsza wydajno$é. W skrocie duze jadra lepiej nadaja si¢ do wyodrebnienia
wigkszych elementow. Ostatecznie wybor odpowiedniego rozmiaru jadra bedzie zalezat od
zadania i zestawu danych, ale generalnie mniejsze rozmiary jadra prowadza do lepszej

wydajnosci zadania klasyfikacji obrazu.

Padding — jak zostato opisane powyzej, problemem podczas naktadania warstw splotowych
jest to, ze istnieje tendencja do utraty pikseli na obwodzie naszego obrazu, gdyz dazy
si¢ do wyodrebnienia piksela ze $rodka ramki 3x3. Jednym z prostych rozwigzan tego
powszechnego problemu jest dodanie dodatkowych pikseli zwanych jako wypetniacze
dookota naszego obrazu wejsciowego, zwickszajac w ten sposdb rozmiar obrazu, zazwyczaj

ustawiamy warto$¢ tych pikseli na zero.
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Rysunek 17 Zastosowanie paddingu.

Zrédlo: https://d21.ai/chapter _convolutional-neural-networks/padding-and-strides.html

Na powyzszym rysunku zwigkszyliémy rozmiar obrazu o jeden, dodajac zaznaczone
przerywang linig zera, dzigki temu algorytm jest w stanie wyliczy¢ doktadniej znajdujace
si¢ na brzegach obrazu znaki charakterystyczne. Obliczenia wykonywane sa tym samym

sposobem jak w powyzszych problemach.

Nastgpnym parametrem generalizacyjnym jest parametr: ,,Strides”, ktory mozna
thumaczy¢ na kroki. Jak podaje Mamczur (2015) parametr ten wskazuje o ile pikseli jadro
powinno zosta¢ przesuni¢te na raz. Czyli inaczej mowigc, oznacza krok przesunigcia okna
filtra. Najczgsciej uzywa si¢ kroku wynoszacego 1 dla warstw splotowych.
Oznacza to, ze iloczyn skalarny jest wykonywany w oknie wejSciowym na przyktad 2x2
w celu uzyskania warto$ci wyjsciowej, a nastepnie jest przesuwany o jeden piksel dla kazde;j

kolejnej operacji.
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Rysunek 18 Zastosowanie strides.

Zrédlo: https://d21.ai/chapter _convolutional-neural-networks/channels. html

Na powyzszym obrazie widzimy krok ustawiony na 1 z siatkg 2x2, prosz¢ zwroci¢ uwage,
ze w przypadku wigkszego kroku zostalyby pomini¢te niektore piksele co znacznie
zmniejszyloby informacje zawarta na obrazie. Wnioskiem, ktéry mozna wyciagna¢
z tej operacji jest to, ze tatwo z jej pomoca zmienia¢ rozdzielczo$¢ obrazu, mozna w latwy

sposob zmniejszy¢ dtugos¢ lub szeroko$é¢, na ktorym przeprowadzana jest generalizacja.

Kolejny sposodb agregacji obrazu nazywa si¢: ,,Pooling”. Czesto ostatecznym
zadaniem sieci neuronowych jest odpowiedzenie na pytanie czy danych obraz przedstawia
przyktadowo kota, tak wiec zazwyczaj pojedyncze operacje wszystkich warstw
przetwarzania obrazu powinny by¢ wrazliwe na caty sygnal wejsciowy. Kiedy funkcja
stopniowo agreguje informacje uzyskujac coraz to bardziej ogdlne mapy, osiaggamy
cel jakim jest ostatecznie poznanie globalnej reprezentacji, czyli odpowiedzi na pytanie, przy
jednoczesnym zachowaniu wszystkich zalet warstw splotowych na posrednich warstwach
przetwarzania. Co wigcej, przy wykrywaniu cech nizszego poziomu, takich jak krawedzie,
czesto chcemy, aby nasze reprezentacje byly nieco niezmienne wzglgdem rozpatrywania
ich przez algorytm. Na przyklad, jesli wezmiemy pod uwage obraz z ostrg granica mi¢dzy

czernig a bielg i przesuniemy caty obraz o jeden piksel w prawo, to wynik dla nowego
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obrazu moze by¢ zupelie inny, krawedzie przesung si¢ tylko ojeden piksel.
W rzeczywistosci przedmioty rzadko wystepuja doktadnie w tym samym miejscu, nawet
w przypadku statywu inieruchomego obiektu, wibracje aparatu spowodowane ruchem
migawki moga przesunacé wszystko o piksel lub wigcej. Wazna jest zatem funkcja Poolingu,
ktéra shuzy gtownie do tagodzenia wrazliwos$ci warstw splotowych na lokalizacje. Podobnie
jak poprzednie przyktady operator Poolingu sklada si¢ z okna w statym ksztalcie, ktore jest
przesuwane po wszystkich regionach danych wejsciowych zgodnie zjego krokiem,
obliczajac pojedyncze dane wyjsciowe dla kazdej lokalizacji, przez ktora przechodzi okno
o statym ksztalcie. Na etapie obliczen wyrdznia si¢ dwa typy Poolingu, jest to maksymalny
Pooling oraz $redni Pooling. W tym pierwszym oblicza si¢ maksymalng warto$¢ dla piksela
w zadanej siatce, a w srednim Poolingu oblicza si¢ Srednig arytmetyczng dla wszystkich

elementdéw w siatce.

Input Output
01112

2 x 2 Max &) S
314|565 .

Pooling 718
61718

Rysunek 19 Zastosowanie Max Poolingu.

Zrédlo: https://d2l.ai/chapter convolutional-neural-networks/pooling. html

Powyzszy rysunek przedstawia generalizacje za pomocg Poolingu maksymalnego siatke 3x3

do siatki 2x2. Siatka wyjSciowa zostala obliczona w nastgpujacy sposob:

Max(0,1,3,4)=4,
Max(1,2,4,5)=5,

Max(3,4,6,7)=7,
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Max(4,5,7,8)=8.

W przypadku Poolingu $redniego oblicza si¢ te parametry w analogiczny do powyzszego
przyktadu sposob. Na ponizszym rysunku przedstawione zostaty zmiany po zastosowaniu
omoOwionych rodzajow Poolingu, ciekawostka jest, ze zostal roOwniez przedstawiony:
,Min Pooling”, ktory polega na wyciaganiu minimalnej warto$ci z piksela, wida¢ jednak,

ze zatraca on przej$cia miedzy konturami.
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Rysunek 20 Przedstawienie skutkow zastosowania roznych technik poolingu.

Zrédlo: https://medium.com/@bdhuma/which-pooling-method-is-better-maxpooling-vs-minpooling-vs-
average-pooling-95fb03f45a9

Jak zostalo przedstawione na rysunku, average pooling wygtadza obraz, z kolei max pooling
sprawia, 7e obraz jest skoncentrowany na skrajnych kolorach.
Niestety nie da si¢ powiedzie¢, ktora metoda jest najlepsza, poniewaz kazda

z wymienionych operacji ma swoje dobre oraz zte strony.
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W powyzszym rozdziale staralem si¢ wyttumaczy¢ w jaki sposoéb komputer odbiera
obraz, jakie operacje sa mozliwe do przeprowadzenia ze zdjgciami oraz ktdre operacje
najbardziej moga pomoc programiscie przy tworzeniu optymalnego algorytmu. Nowoczesne
biblioteki takie jak TensorFlow maja wbudowane algorytmy, ktore pozwalaja
na automatyczne dobranie optymalnych operacji, niemniej jednak warto zna¢ dane dziatania

od podszewki, aby lepiej kontrolowa¢ przebieg tworzenia algorytmu.
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Rozdziat III Konwolucyjne Sieci

Neuronowe

3.1 Historia Sieci Neuronowych

Jak podaje Matthew Kirk (2017) Iludzkie oko ma zadziwiajaca zdolno$¢
dopasowywania wzorcow. Od urodzenia ludzie sg w stanie zrozumie¢ otaczajacy ich chaos,
aby skutecznie poruszaé si¢ po §wiecie. Wynika to oczywiscie z naszego wychowania,
naszego srodowiska, ale przede wszystkim z naszego mézgu. Mozg przecigtnego cztowieka
zawiera okoto 86 miliardow neurondéw, ktére komunikujg si¢ ze soba poprzez sie¢ synaps.
Neurony te za pomocg matych ladunkéw elektrycznych tworza wielka siatke, ktora
uruchamia si¢ przy okreslonej funkcji naszego ciata. Neurony sa w stanie sterowa¢ naszymi
konczynami, tworzy¢ mysli, liczy¢ w pamigci czy rozpoznawaé cate spektrum kolorow.
Pozornie neurony dzialaja w totalnie losowy sposob, w Internecie tatwo natkngc¢
si¢ na filmy, ktére przedstawiaja jak owa sie¢ dziata w naszym mozgu, jednakze sie¢
ta dziala w bardzo okreslony sposob co odkryli juz w zeszlym stuleciu neurolodzy oraz
kogniwistycy. Matematycy dawno temu podj¢li probe matematycznego zmapowania mézgu
czlowieka, aby na wzor dziatania mdézgu opracowac sieci neuronowe. Badania na ten temat
trwaja nieustannie od ponad 65 lat, wiele technik wymyslonych na poczatku byto bardzo
trywialnych, lecz z czasem rozwdj technologiczny pozwolil na przetom, dzigki ktéoremu
w dzisiejszych czasach mowi si¢ o prawdziwej sztucznej inteligencji, ktora

w podejmowaniu decyzji jest czesto szybsza i lepsza od cztowieka.

Rozwdj tej dziedziny nastapit w roku 1964 od badan Davida Hubela — kanadyjskiego
naukowca, ktéry w swoim eksperymencie podtaczyl mikro elektrody do moézgu kota
i pokazywat na ekranie urzadzenia pionowe oraz poziome kreski. Badacz zauwazyl,
ze na roézne utozenia kreski neurony w mozgu kota reagowaly inaczej. Dzigki temu

eksperymentowi udato si¢ odkry¢ dwa typy komorek w pierwotnej korze wzrokowej zwane
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komérkami prostymi i komérkami ztozonymi. Nastepnym przelomowym momentem byta
praca Kunihiko Fukushimy, ktéry w latach 80°, zainspirowany pracg Hubela pokazat §wiatu
sztuczng sie¢ neuronowg uzywang do rozpoznawania znakow pisanych odrgcznie w jezyku
japonskim. Ten moment uwaza si¢ za powstanie pojecia Konwolucyjnych Sieci
Neuronowych. W roku 1989 Yann LeCun wykorzystal tak zwang propagacj¢ wsteczna,
aby modyfikowaé wspoétczynniki jadra splotu, zrobit on to dla popularnego zbioru obrazkow
zrecznie zapisanymi cyframi (MNIST). Uczenie od tamtego czasu stalo si¢ w peini
automatyczne, dzialalo lepiej niz te prowadzone przez czlowieka, a projektowanie
wspotczynnikéw bylo dostosowane do szerszego zakresu problemdéw z rozpoznawaniem
obrazu i typéw obrazow. Tamte czasy jednak zmagaly si¢ z wielkim problemem jakim byta
ograniczona moc obliczeniowa, komputery w latach 80-90 mialy bardzo mato pamigci
operacyjnej przez co procesowanie jakichkolwiek algorytméw bylo za wolne,
aby opracowa¢ co$ na miar¢ sztucznej inteligencji. Rozkwit sieci neuronowych nastapit
w 2012 roku, kiedy to ukrainski naukowiec Alex Krizhevsky wraz ze swoim zespolem
opracowal w ramach konkursu ImageNew algorytm, ktéry zdeklasowal inne zespoty.
Ten wynik poréwnuje si¢ z tym jakby kto$ w sprincie na 100 metrow byl w stanie przebiec

ten dystans w ciggu 6 sekund, kiedy reszta zawodnikow potrzebuje na niego 9 sekund.

Obecnie Konwolucyjne Sieci Neuronowe s3 jedng z najszybciej rozwijajacych
si¢ dziedzin nauki, poktada si¢ w nich wielkie nadzieje w sektorach takich jak medycyna,
transport, czyli autonomiczne samochody oraz chocéby caly sektor biznesu, w ktorym
sztuczna inteligencja moglaby podejmowaé za czlowieka trafne decyzje biznesowe

zwigkszajac dzigki temu maksymalizacje zyskow.
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Rysunek 21 Klasyfikacja obiektow poprzez algorytm sztucznej inteligencyi.

Zrédlo: https.//ftowardsdatascience.com/everything-you-ever-wanted-to-know-about-computer-vision-heres-
a-look-why-it-s-so-awesome-e8a58dfb641e

Na powyzszym rysunku przedstawione zostato przyktadowe klasyfikowanie obiektéw przez
algorytm wykorzystywany w nowoczesnych modelach samochodéw autonomicznych.
Funkcje w zaawansowanych algorytmach potrafia w bardzo szybkim czasie klasyfikowac
wiele obiektéw naraz, dzicki czemu autopilot jest w stanie sam wyhamowa¢ samochod,
gdy wykryje wbiegajaca na jezdni¢ osobg¢ szybciej niz zrobitby to cztowiek. W obecnych
czasach samochody autonomiczne istnieja jednak ich strona prawna zostaje nie do konca
okreslona, wigc jedynym miejscem, w ktérym sg one legalne jest stan California w Stanach

Zjednoczonych Ameryki.

3.2 Dziatanie Konwolucyjnych Sieci Neuronowych

Konwolucyjne Sieci Neuronowe nazywa si¢ rowniez uczeniem glgbokim, z jezyka
angielskiego ,,Deep Learning”, nazwa ta wzi¢la si¢ od metaforycznej glebokosci obliczen.
W wiekszosci przypadkow, kiedy omawia si¢ sieci neuronowe, uzytkownicy moga natknac

si¢ na podobny rysunek
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Rysunek 22 Uproszczona ilustracja perceptronu.

Zrédlo: https://www.w3schools.com/ai/ai_neural_networks.asp

Na rysunku zostat przedstawiony perceptron, na pierwszy rzut oka moze on wydawac
si¢ zbiorem potaczonych ze soba kropek, jednak jest w tym reguta. W tym przypadku
na rysunku znajduje si¢ perceptron z czteroma warstwami, kolejno warstwg wejSciowa
zaznaczong kolorem zottym, dwoma warstwami ukrytymi oznaczonymi kolorami
niebieskim oraz zielonym iostatnia warstwa wyjSciowa w kolorze czerwonym.
Jest to rysunek pogladowy, ktérego uzywa si¢ jedynie dla przyktadu bowiem przewaznie
w konwolucyjnych sieciach neuronowych warstw ukrytych jest mnéstwo, a samych
polaczonych ze sobg kropek, ktére nazywaja si¢ ,.biasami” jest czgsto tysigce lub nawet

miliony.

Wyobrazenie sobie calej sieci neuronowej jest skomplikowane, kazdy pojedynczy
bias zwany rowniez neuronem zawiera liczbe, ktora za pomoca funkcji aktywacji jest
zamieniana na nieliniowg tak aby model nauczyt wylapywac si¢ jak najmniejsze intuicyjne
zalezno$ci. W pierwszych warstwach algorytm uczy si¢ na matych probkach pikseli

jak rozpoznawa¢ krawedzie, male okreggi, linie proste, przerywane oraz ciagle.
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Nastgpne warstwy za pomocg poolingu opisanego w poprzednim rozdziale lacza zbiory
z poprzednich warstw w wieksze grupy, ktére sa w stanie rozpozna¢ male cechy
charakterystyczne takie jak oko, brew, ogon lub rég. Ostatnie warstwy sieci neuronowej
potrafiag zgromadzi¢ wiele tych informacji i przesta¢ do ostatniej warstwy wyjsciowej,
z jakim prawdopodobienstwem wskazuja, ze obiektem, ktory zostat zidentyfikowany jest
dane zwierze. Algorytm klasyfikuje to za pomocg treningu, w ktérym nauczyt
si¢ rozpoznawania cech charakterystycznych u zwierzat, w przypadku wiewiérki omawianej
w projekcie, te cechy to rude ubarwienie, puszysty ogon, charakterystyczna postawa,

szpiczaste uszy oraz wasy.

/’,\.l\-/l // Layer 1

Rysunek 23 Sposob klasyfikacji szczegotow dla kolejnych warstw neuronow.

Zrédlo: https://sarathpanat.medium.com/all-about-convolutional-neural-network-cnn-6¢cce6738958
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Powyzszy rysunek pogladowy pokazuje w jaki sposob poszczegdlne warstwy klasyfikuja
coraz to bardziej skomplikowane cechy charakterystyczne. Widoczne w pierwszej warstwie
kreski, kropki oraz kotka przeksztalcaja si¢ w nosy, oczy, brwi oraz wasy po to, aby
w ostatniej warstwie zbudowaé znich twarze i sklasyfikowaé co one przypominaja.
Jest to oczywiscie rysunek pogladowy bowiem algorytm uzywa wigcej warstw

oraz obliczen, ktore cigzko by byto przedstawi¢ na zrozumiatym dla ludzkiego oka rysunku.

Jak podaje Mamczur (2021) jednym zpowoddéw, dlaczego sieci neuronowe
sa w stanie osiagna¢ tak olbrzymig doktadno$¢, jest ich nieliniowo$¢. Nieliniowo$¢
jest niezbedna do wytworzenia nieliniowych granic decyzyjnych, tak aby wynik nie mégt
by¢ zapisany jako liniowa kombinacja danych wejsciowych. Gdyby nie bylto nieliniowe;j
funkcji aktywacji, glebokie sieci neuronowe przeksztalcilyby si¢ w pojedyncza,
rownowazng warstwe splotowa, ktéra nie dziatalaby tak dobrze. W prostszych stowach
funkcja aktywacji dziala w ten sposob, ze jezeli obliczony tadunek sygnatu wejsciowego jest
dostatecznie wielki to reprezentujacy go neuron si¢ aktywuje, jest to operacja
zero-jedynkowa. Algorytm w ten sposob sprawdza czy dany zbior pikseli reprezentuje
co§ co moze mu si¢ przyda¢ czy nie, przez co potrafi on w bardzo szybki sposob
klasyfikowa¢ obiekt wraz z kolejng warstwa neuronow. Jak podaje Pelic (2011) sztuczny
neuron mozna rozpatrywa¢ jako specyficzny przetwornik sygnaléw dziatajacy wedlug
nastepujacej zasady: na wejscie przetwornika doprowadzone s3 sygnaly wejSciowe,
ktére nastepnie sa3 mnozone przez odpowiednie wspotczynniki wag, wazone sygnaty
wejsciowe sg nastepnie sumowane ina tej podstawie wyznacza si¢ aktywno$¢ neuronu.
W bloku sumowania wykonane jest algebraiczne sumowanie wazonych sygnatow

wejsciowych oraz generowany jest sygnat wyjsciowy @:
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R
g0=2wiui+b=WTu+b

i=1

gdzie: w— wektor wspotczynnikow wag w;, u — wektor sygnalow wejsciowych u;,

R — liczba wej$¢ neuronu, b — prog (bias).

Sygnat ¢ poddawany jest przetwarzaniu przez blok aktywacji f(¢) realizujacy zaleznosé

y = f(¢). Ostatecznie sygnal wyjsciowy ma postac, ktorg opisat Andrew Ng:

y=f(p)=fEiwius +b) = f(w'u +b)

Funkcja aktywacji, w zalezno$ci od konkretnego celu, jakiemu shluzy neuron, moze

przyjmowac rdzne postacie, najczesciej wykorzystywane w obecnych czasach to:
- Funkcja sigmoidalna unipolarna,

- Funkcja ReL U,

- Funkcja SoftMax

Ponizsze rysunki przedstawiaja funkcje na wykresach. Wszystkie funkcje wraz ze wzorami
zostaly przedstawione w kursie ,,Deep Learning Specialization” opracowanego przez

Andrew Ng (2012).
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Funkcja sigmoidalna unipolarna:

1
fO) =15

Rysunek 24 Funkcja sigmoidalna.

Zrédlo: https://www.researchgate.net/figure/Nonlinear-function-a-Sigmoid-function-b-Tanh-function-c-
ReLU-function-d-Leaky fig3 323617663

Nowoczesne sieci neuronowe maja wiele warstw, a jesli istnieje w nich kilka warstw
aktywowanych przez funkcje sigmoidalne to istnieje wysokie prawdopodobienstwo
uzyskania zerowej szybkos$ci uczenia si¢. Blad ten wystepuje, poniewaz nachylenie funkcji
sigmoidalnej jest bardzo ptytkie, gdy wejscie jest dalekie od zera, co spowalnia w znacznym

tempie proces uczenia si¢ gradientu.
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Funkcja ReLU

f(x) = max (0, x)

Pochodna funkcji ReLU

df(x)z{l dlax >0
dx 0 dlax<0

Rysunek 25 Funkcja ReLU

Zrédlo: https://www.researchgate.net/figure/Nonlinear-function-a-Sigmoid-function-b-Tanh-function-c-
ReLU-function-d-Leaky fig3 323617663

Jak podaje Andrew Ng (2012) funkcja ReLU rozwigzuje wiele probleméw sigmoidow.
Obliczanie dzigki niej jest tatwe 1 szybsze. Za kazdym razem, gdy wejscie jest dodanie,
ReLU ma nachylenie -1, ktére zapewnia silny gradient w dot. ReLU nie jest jednak
ograniczone do zakresu O0-1, wigc je$li zostanie uzyte w warstwie wyjsSciowe;j,

nie ma gwarancji, ze bedzie w stanie reprezentowa¢ prawdopodobienstwo.
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Funkcja SoftMax

e’
0(2)i = =% ~7
j=1
Gdzie: 25?:10(2) j =1 - prawdopodobiefistwo zawsze sumuje si¢ do jednosci,

e — liczba Eulera, K — szeroko$¢ wektorow wejsciowego i wyjsciowego, jak podaja
Tadeusiewiecz oraz Szaleniec (2015) znormalizowana funkcja wyktadnicza stosowana
glownie w najwyzszej warstwie klasyfikatoréw, w celu obliczenia prawdopodobienstwa

przynaleznosci wektora wejsciowego z do kazdej z K klas wyjsciowych.

Rysunek 26 Funkcja SoftMax.

Zrédlo: https://www.researchgate.net/figure/Graphic-representation-of-the-softmax-activation-
function_fig5 348703101

Operacja SoftMax stuzy kluczowemu celowi, mianowicie upewnieniu si¢, ze wyniki
algorytmu sumujg si¢ do 1. Z tego powodu operacje SoftMax sg przydatne do skalowania
wynikow modelu na prawdopodobienstwa. Po przejsciu przez aktywacje za pomoca funkcji

SoftMax kazda klasa odpowiada teraz odpowiedniemu prawdopodobienstwu.
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3.3 Warstwa porzucenia oraz przetrenowanie modelu.

Przetrenowanie modelu to efekt towarzyszacy projektom, ktore nie zawieraja
odpowiednich zbioréw danych. Dobra praktyka przy konwolucyjnych sieciach
neuronowych jest zastosowanie przynajmniej 200 zdje¢ na jeden podmiot do wyuczenia
algorytmu, w przypadku, kiedy ilo$¢ zdje¢ jest niewystarczajaca sg metody, ktore pozwalaja

na zwigkszenie efektywnos$ci oraz precyzji modelu.

Warstwa porzucenia z jezyka angielskiego ,.Dropout Layer” to kolejny krok
stosowany w modelach, jest on niezwykle wazny, poniewaz bez niego model mogiby
poddac¢ si¢ zjawisku zwanemu przetrenowaniem. Przetrenowanie polega na zbyt doktadnym
oraz powierzchownym klasyfikowaniu danych cech podczas wczesnych faz kojarzen.
Jako przyktad mozna poda¢ przetrenowany algorytm, ktéry w jednej z pierwszych warstw
sklasyfikowalby rég, algorytm nauczony na pami¢¢ skojarzy rég z bykiem oraz nie skupi
si¢ na przeanalizowaniu innych cech charakterystycznych. Oczywiscie podejscie
to jest zle, poniewaz ceche¢ taka jak rog posiada wiele gatunkéw zwierzat. Dropout badz
porzucenie jak podaje Mamczur (2021) polega na losowym ustawieniu wychodzacych
krawedzi ukrytych jednostek na O przy kazdej aktualizacji fazy treningu. Metoda
ta jest bardzo efektywna, poniewaz co kazde przejscie losowo wylaczane sg pewne
potfaczenia. Dzigki tej technice sie¢ neuronowa nie nauczy si¢ ,,na pamig¢¢” zbyt szybko,
poniewaz architektura co przeliczenie odrobing si¢ zmienia poprzez zerowanie losowych

potaczen neuronow.
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(a) Standard Neural Net (b) After applying dropout.

Rysunek 27 Perceptron klasyczny oraz perceptron z zastosowaniem techniki dropout.

Zrédlo: https://towardsdatascience.com/machine-learning-part-20-dropout-keras-layers-explained-
8c9fbdc4c9ab

Na powyzszym rysunku przedstawione zostalty dwa perceptrony z warstwa wejscia, dwoma
warstwami ukrytymi oraz warstwa wyjscia. Perceptron po lewej stronie pokazuje jak dziata
standardowa operacja laczenia ze sobg neurondéw bez aktywowania techniki porzucenia.
Wida¢, ze kazdy neuron z danej warstwy taczy si¢ z kazdym nastgpnym z warstwy kolejne;j.
Ilustracja po prawej stronie pokazuje neurony, ktore zostaty wykluczone poprzez technike
dropoutu. Neurony te s3 ukazane jako kotka zkrzyzykiem w $rodku. Operacja
ta ma za zadanie wykluczy¢ pewne zalezno$ci w modelu i wymusi¢ na neuronach,
aby zawarte w nich detale rowniez wptywaty na klasyfikacje¢ obrazu. Dzigki temu zabiegowi

zwigksza si¢ doktadno$¢ modelu.

Kolejna technika nazwana z jezyka angielskiego ,,Early Stopping” jest bardzo prosta
metoda, ktéra opisat Mamczur (2021) polega ona na tym, aby zakonczy¢ uczenie, gdy strata
na zbiorze testowym nie ro$nie. Czyli trenujac dalej sie¢ nie poprawiamy mocy modelu

na zbiorze testowym. Biblioteka TensorFlow zostata uzyta w projekcie, posiada ona funkcje
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EarlyStopping, ktora monitoruj¢ parametr straty na zbiorze testowym po zakonczeniu kazde;j
epoki. Jesli strata nie maleje, wowczas trening sieci zostaje zatrzymany. Nalezy zdefiniowaé

3 podstawowe parametry ustawiajac EarlyStopping:

e Monitor — definiujemy, co chcemy monitorowa¢ na podstawie czego zaczynamy
proces uczenia,

e Patience — tym parametrem definiuje si¢ liczbg epok po ilu zatrzyma si¢ model,
jesli funkcja nie zaobserwuje zmniejszania si¢ funkcji straty

e Verbose — w jaki sposob bedzie wyswietlana informacja o EarlyStoppingu.

Dzigki tej technice w prosty sposob mozna zaoszczgdzi¢ sporo czasu. Jezeli zatrzymamy
trening danej sieci bardzo wczesnie, wéwczas model skupi si¢ na trenowaniu innych sieci
w bardziej wydajny sposob, albowiem kazda sie¢ wymaga pamigci operacyjnej

do wykonywania obliczen.

Kolejna, ostatnia metoda polega na regularyzacji wcze$niej wspomnianych
wag, ktore w sposob losowy dobierane sa do modelu. Regularyzacja jest swoistym procesem
naktadania na wagi kar, w postaci przemnazania ich poprzez bardzo mate wartosci. Celem
tego zabiegu jest uzyskanie malych liczb, przez co niektére warstwy, dla ktérych
wygenerowane zostaly losowo wigksze numery nie beda w zaden sposodb faworyzowane
przy aktywacji. Pragne tylko przypomnie¢, ze dany neuron aktywuje si¢, gdy jego suma
wazonych elementéw przekroczy zero, w wypadku warto$ci ujemnych funkcja aktywacji

w wiekszosci przypadkéw zwraca zero.

Wszystkie powyzej wskazane techniki mogg pomoc w uzyskaniu optymalnego
modelu, ktéry w jak najszybszym czasie bedzie w stanie sklasyfikowac¢ dany obraz. Nalezy
jednak pamigtaé, ze zadna, nawet najbardziej zaawansowana technika nie jest w stanie

zastapi¢ brakow danych.
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3.4 Warstwa Wyjsciowa

Reasumujac informacje opisane w poprzednich rozdzialach kazda z warstw
ma swoje funkcje oraz cele w sieciach neuronowych. Pierwsza warstwa to obraz, nast¢gpne
warstwy przerabiaja go w rézny sposob tak, aby jak najlepiej rozpoznaé kolor, krawedzie
oraz cechy charakterystyczne. Nastepne warstwy ,Sciskaja” wektor K-wymiarowy
dowolnych wartos$ci rzeczywistych do warto$ci umozliwiajacych klasyfikacje obiektu
w warto$ciach probabilistycznych od 0 do 1. To jest powdd, dla ktorego kazdy obraz
w sieciach neuronowych jest reprezentowany jako macierz warto$ci pikseli. W momencie,
kiedy warstwy konwolucji oraz poolingu dziataja jako ekstraktory cech zobrazu
wejsciowego, ostatnie warstwy w pelni potaczonych neurondéw zbierajg te informacje
oraz przeksztatcaja w prawdopodobienstwo, do jakich kategorii udato si¢ dany obraz

zakwalifikowac.

Convolution Neural Network

Convolution Pooling Convolution Pooling Fully Fully
Connected Connected

PRERYY

Input Image Feature maps Pooled Feature maps Pooled Dog (0.1)
Feature Maps Feature Maps Cat(0.4)
Deer{0.94)

Rysunek 28 Proces klasyfikowania fotografii.

Zrédlo: https://vinodsblog.com/2018/10/15/everything-you-need-to-know-about-convolutional-neural-
networks/
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Powyzszy rysunek przedstawia proces obrazu jako danych wejSciowych, ktory przechodzi
poprzez warstwy ukryte i w warstwie wyjsciowej przypisane jest mu prawdopodobienstwo.
W tym przypadku najwyzsze prawdopodobienstwo 0.94 wskazuje, ze na obrazie znajduje
si¢ sarna. Sama funkcja zwraca uporzadkowane wyniki w N-wymiarowym wektorze, gdzie
N jest liczbg klas, ktore program ma do wyboru. W przypadku powyzszego rysunku klasy

sa 3 zatem algorytm zwroci 3 wymiarowy wektor.

3.5 Kompilacja modelu

W momencie, kiedy model ma juz ustalone kroki, jego warstwy, operacje poolingu,
poszczegolne funkcje aktywacji oraz parametry s3 zdefiniowane nalezy go skompilowac.
Kompilowanie modelu to nic innego niz tlumaczenie kodu napisanego przez cztowieka
na jezyk, ktory bedzie zrozumialy przez komputer, ktory policzy wczesniej wymienione
parametry. Krok ten jest podejmowany na zbiorze danych przeznaczonych do treningu,

postawione sg przed nim dwa zadania.

Pierwszym zadaniem jest okreslenie funkcji straty, zjezyka angielskiego
,,Loss Function”. Funkcja ta ma za zadanie sprawdzi¢ jak prognoza wypracowana przez
algorytm myli si¢ od prawdziwej wartosci. Najpopularniejszg operacja matematyczng jest
uzycie entropii krzyzowej (ang. Cross-entropy). Jak podaja Ramsundar oraz Bosagh Zadeh
(2018) entropia jest matematyczng metodg pomiaru odlegtosci pomiedzy dwoma rozktadami

prawdopodobienstwa:
Hp,0) == ) p(@)loga(x)

Tutaj p iq sa dwoma rozkladami prawdopodobienstwa. Zapis p(x) oznacza
prawdopodobienstwo p wzgledem zdarzenia x. Ta definicja jest warta doktadnego

omoOwienia. H zapewnia pojecie odlegtosci
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Hp,p) = = ) p(x)logp(x)

Wielko$¢ ta jest entropia p i zazwyczaj jest zapisywana po prostu jako H(p). Jest to miara
tego, jak nieuporzadkowany jest rozklad; entropia jest zmaksymalizowana, gdy wszystkie
zdarzenia sg roéwnie prawdopodobne. Funkcja straty bedzie mierzyta roznice dla kazdej
epoki treningu. Warto$ci funkcji zazwyczaj przedstawia si¢ na wykresie pokazujacy
jej wartos¢ w poszczegdlnych epokach, obecnie modele sg na tyle zaawansowane oraz
zoptymalizowane, Ze w pierwsze] epoce zazwyczaj funkcja straty jest wielka,
a wnastegpnych gwaltownie spada. Ze spadku oraz stabilizacji funkcji straty mozna
wywnioskowaé, na ktérej epoce powinno si¢ zatrzymac¢ model, gdyz nie jest w stanie

wyciggnaé wiecej szczegdtow z danego zbioru danych.

Jak podaje Andrew Ng (2012) kolejnym zadaniem jest okre$lenie algorytmu
optymalizacji. Algorytm optymalizacji ma na celu pokierowanie funkcji straty
do znalezienia jak najmniejszego btedu. Do dyspozycji jest wiele algorytmow takich
jak propagacja RMS(ang. Root mean square) czy stochastyczny spadek wzdluz gradientu
imetoda pedu zwana SGD(ang. Stochastic gradient descent), najczg¢sciej uzywanym
algorytmem jednak jest propagacja ADAM (ang. Adaptive moment estimation).
Aby zrozumie¢, jak dziataja wymienione wyzej algorytmy nalezy najpierw zrozumieé

koncepcje gradientu prostego.

Jak podaja Jain, Fandango oraz Kapoor (2018) metoda gradientu prostego jest
iteracyjnym  algorytmem optymalizacji wcelu znalezienia minimum funkcji.
Autorzy dla zobrazowania dziatania algorytmu postuzyli si¢ nastgpujacym przykladem.
Gdy czlowiek utknie na szczycie gory i chce w jak najszybszy sposob zejs¢ w dot pierwszym
krokiem bedzie obserwacja zbocza géry we wszystkich kierunkach wokot i podjecie decyzji
o podazaniu w kierunku najwickszego nachylenia zbocza w dot. Po kazdym kroku
ponownie nalezy oceni¢ wybor kierunku. Dlugos$¢ spaceru bedzie zalezata od stopnia

nachylenia zbocza w dot. Jesli nachylenie jest bardzo strome, robimy wigksze kroki,
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poniewaz moze to pomodc szybciej dotrze¢ w dot. W ten sposdb po pokonaniu mniejszej
lub wigkszej liczby krokdw mozna zej$¢ na dot. Analogiczna sytuacja ma miejsce w uczeniu
maszynowym, gdzie celem jest zminimalizowanie btedow i1 kosztu poprzez aktualizacj¢ wag
algorytmu. Aby znalez¢ minimum funkcji kosztu przy uzyciu gradientu, aktualizuje si¢ wagi
algorytmu proporcjonalnie do gradientu w kierunku najbardziej stromych zejs¢.
W literaturze dotyczacej sieci neuronowych stala proporcjonalnos$ci znana jest rowniez jako
wspoOtczynnik uczenia. W uczeniu maszynowym na duza skale optymalizacja metoda
gradientu prostego jest jednak dos$¢ kosztowna, poniewaz robimy tylko jeden krok
po pojedynczym przej$ciu na calym zbiorze danych treningowych. Tak wiec przy kilku

tysigcach krokow czas potrzebny do osiggni¢cia minimum funkcji kosztu jest ogromny.

Rysunek 29 Droga z punktu startowego do punktu minimum lokalnego.

https://ozzieliu.com/2016/02/09/gradient-descent-tutorial/

Na powyzszym rysunku przedstawione zostato iteracyjne osiggnigcie przejscia z punktu
startowego do minimum lokalnego. Jak podaje Andrew Ng (2012) optymalne rozwigzanie
problemu to stochastyczne spadki wzdluz gradientow, jest to technika, w ktoérym

aktualizacja wag algorytmu nastepuje po kazdym przykladzie treningowym, bez czekania,
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az caly zestaw danych przejdzie przez algorytm. Stad nazwa stochastyczny, aby zaznaczy¢
przyblizony charakter gradientu. Optymalizacia ADAM jest wariantem SGD
(ang. Stochastic Gradient Descent), w ktérym utrzymuje si¢ wskaznik uczenia na parametr
(wage) 1 aktualizuje si¢ go na podstawie wariancji i §redniej poprzednich gradientéw tego
parametru. Optymalizacja za pomoca techniki ADAM okazata si¢ najbardziej trafna

w przypadkach rozwigzywania problemow uczenia glgbokiego.

3.6 Podsumowanie modelu oraz jego trening

W momencie tworzenia wilasnych krokéw w kodzie lub korzystania z gotowe;j
architektury pomoca staje si¢ funkcja biblioteki TensorFlow ,model.summary()”.
Dzigki tej funkcji jezyk Python wyswietla po kolei wszystkie kroki, ktére model
przeprowadzit wraz z opisem warstw, wielko$cig macierzy oraz ilo$cig parametréw. Funkcja
ta jest przydatna, aby sprawdzi¢ po kolei jak nasz model przeksztalcat dane, ile wykorzystat

przy tym parametréw oraz gdzie popelnil ewentualne bledy.

Kolejny krok to trenowanie modelu za pomoca funkcji: ,,model.fit _generartor()”.

Funkcja ta w jezyku Python przyjmuje kilka parametréw:

e Object — w tym miejscu umieszczamy nazw¢ zbioru, ktdry chcemy trenowac,

e Epoch — odpowiada za liczb¢ epok uzytych do trenowania modelu — jedna epoka
oznacza przejscie catego zbioru przez sie¢ oraz powrot,

e Steps per epoch — okresla calkowitg liczbg krokow pobranych z generatora jak tylko
skonczy sie¢ jedna epoka i rozpocznie si¢ nastepna,

e (Callbacks — lista funkcji zwrotnych zastosowanych podczas uczenia modelu.
W przypadku tego projektu jako Callbacks zostaly podane dwie funkcje:
EarlyStopping oraz ModelCheckpoint.
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Krok ten jest niezwykle wazny, poniewaz zajmuje od najwigcej czasu, modele, ktore
w bardzo szczegdtowy sposob muszg klasyfikowac obiekty trenuje si¢ nawet do kilkunastu
godzin. Oczywiscie zmienng decyzyjng jest wtym przypadku pami¢é operacyjna
komputera. Nowoczesne sieci neuronowe wykorzystuja specjalne maszyny wirtualne, ktore

posiadaja duze ilosci RAMu dla zwigkszenia predkosci obliczen.

3.7 Wizualizacja treningu

Ludzkie oko z wigkszg tatwos$cia potrafi zauwazy¢ roznice, kiedy przedstawiona jest
ona w sposOb graficzny. Dobra praktyka po wytrenowaniu modelu jest sporzadzenie
dodatkowego kodu, ktéorego wynikiem jest ilustracja funkcji straty oraz doktadnos$ci
z rozroznieniem na poszczeg6lne epoki. Na rysunku 30 przedstawione zostaly dwie miary,
funkcji straty oraz doktadno$ci. Obliczanie funkcji straty zostalo doktadnie omowione
w rozdziale 3.5. ,,Accuracy” oznaczajace z jezyka angielskiego doktadno$¢ wylicza

si¢ ze wzoru:

Liczba poprawnych prognoz

Accuracy =
y Liczba wszystkich prognoz

W projekcie, ktory zostal opisany w rozdziale czwartym kod do sporzadzenia wspomniane;j

wizualizacji prezentuje si¢ w nastepujacy sposob:

Kod 3.1

h = his.history
h.keys ()
plt.plot (h['loss'], 'go--', c='green')

plt.plot (h['accuracy'], 'go--', c='red')
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plt.title('Loss vs Acc')
plt.show ()

W kodzie wstgpnie wyciggnieto histori¢ z modelu zapisanego pod zmienng ,,his”, nast¢gpnie

na jednym wykresie natozone zostaty dwie linie:

e Loss — oznaczajaca funkcje straty, zaznaczona niebieska linig

e Acc — oznaczajaca Accuracy, czyli dokladnos¢, zaznaczona pomaranczows linia.

10 -

0.8 4

0.6 1

0.4 4

0.2 -

0.0 1

0 200 400 £00 800 1000
Epoch

Rysunek 30 Wykres przedstawiajqcy zmienne funkcji straty oraz doktadnosci.

Zrédlo: http://www.jussihuotari.com/2018/01/17/why-loss-and-accuracy-metrics-conflict/

Na powyzszym rysunku przedstawiony zostal wykres zdwoma zmiennymi.
Na osi X znajduje si¢ ilo$¢ epok. Widoczny jest gwaltowny spadek funkcji straty pomiedzy
pigcdziesiata, a setng epoka.
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W ten oto sposdb wynikiem bedzie utamek poprawnych prognoz w kazdej epoce.
Wynik doktadno$ci zatrzymuje si¢ na poziomie 90%, jest to znak, Ze pomiar
jest zadowalajacy, poniewaz dziewigcdziesigt na sto fotografii zostalo poprawnie

sklasyfikowane.
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Rozdziat IV Opis aplikacji

4.1 Architektura rozwigzania

Projekt zostat napisany w calosci w jezyku Python. Do przechowywania danych
w postaci zdje¢ zostala uzyta chmura Dropbox (www.dropbox.com). Ustuga Dropbox
uzywana jest glownie do przechowywania kopii zapasowych isynchronizacji plikow
mi¢dzy komputerami. Portal ten istnieje od 2008 ijest bardzo wygodny poprzez tatwy
interface 1 przyjazno$¢ wobec nowych uzytkownikow. Zdjg¢cia uzyte do wytrenowania

modelu zostaty $ciagnigte bezposrednio z portalu Kaggle i umieszczone w Dropboxie.

Do pisania kodu w jezyku Python potrzebny jest edytor kodu, zwany tez jako
IDE (ang. Integrated Development Environment). Poczatkowo projekt byt realizowany
w srodowisku PyCharm, lecz podzniej cale repozytorium zostalo przeniesione
do nowoczesnej ustugi w chmurze Google Colab. Google Colab to propozycja ulatwienia
zycia programistom za pomoc3 wygodnego kompilatora kodu, ktéry moze dziatad
w przegladarce. Rozwigzanie jest o tyle wygodne, Zze pozwala na dost¢p z dowolnego
komputera. Projekty w latwy sposdéb mozna ze sobg wspotdzieli¢, a sam interface oferuje
wiele przydatnych funkcji takich jak na przyklad podpigcie maszyny wirtualnej w celu
wykonania wigkszych obliczen. Architektura ta zostala wybrana ze wzgledu na swoja
kompatybilnos¢, Google Colab posiada wbudowane funkcje, ktore pozwalaja na $cigganie
bezposrednio plikdbw zchmury Dropboxa. Edytor kodu ponadto jest darmowy
1 automatycznie podpina najnowsza, stabilng wersj¢ Pythona tak aby wszystkie biblioteki

dziataty. W jezyku Python zostaty zainstalowane nast¢pujace biblioteki:

Numpy — biblioteka do obstugi wielowymiarowych tabel i macierzy,

Pandas — biblioteka do analizy i manipulowania zbiorami danych,

Matplotlib — biblioteka do tworzenia wykresow oraz wizualizacji,

Keras — biblioteka utatwiajaca tworzenie modeli i ich oceng,
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e TensorFlow — biblioteka zawierajaca silnik wykonawczy, ktory jest

odpowiedzialny za wszystkie obliczenia w glebokich sieciach neuronowych.

Model, ktory zostat zaimportowany do przeprowadzenia obliczen oraz klasyfikowania
obrazéw nosi nazwe: ,,InceptionV3”. Silnik ten skupia si¢ gtownie na wykorzystywaniu
mniejszej mocy obliczeniowej poprzez odpowiednie modyfikacje w architekturze.
Algorytm zostat opracowany przez Christiana Szegedy, Vincenta Vanhoucke, Sergeya Loffe
oraz Jonathana Shlens w2015 roku iopublikowany w artykule o nazwie:
,Rethinking the Inception Architecture for Computer Vision”. W poréwnaniu z innymi
dostgpnymi modelami, silnik ten okazal si¢ bardzo wydajny obliczeniowo, zaréwno pod
wzgledem liczby parametrow generowanych przez sie¢, jak iponoszonych kosztow
ekonomicznych w postaci pamigci. Techniki uwzglednione w modelu ,InceptionV3”
obejmuja faktoryzowane sploty, regularyzacje, redukcje wymiar6w oraz obliczenia
rébwnolegle, ktore pozwalaja zaoszczedzi¢ czas. Faktoryzowane sploty polegaja
na zmniejszeniu zapotrzebowania na wydajnos$¢ obliczeniowa, poprzez zmniejszenie liczby
parametréw wystepujacych w sieci. Faktoryzowane sploty réwniez stale monitorujg
wydajnos¢ sieci. Kolejna technika to wigksza generalizacja danych wejsciowych za pomoca
tworzenia mniejszych zwojow. Model zastgpuje wigksze zwoje mniejszymi zwojami,
co prowadzi do szybszego treningu. W publikacji Vihara Kuramy (2020) podany zostat
przyktad zmiany filtra z siatkg 5x5, ktory posiada 25 parametréw na dwa filtry o siatce 3x3,
ktére maja tylko 18 parametrow wigc prowadza do wigkszej generalizacji danych
wejsciowych. Sploty asymetryczne s3a kolejng z funkcji zawartych w tym modelu.
Splot o siatce 3x3 mozna zastapic¢ splotem 1x3, po ktérym nastgpuje splot 3x1. Jesli splot
o siatce 3x3 zostanie zastgpiony splotem 2x2, liczba parametrow bedzie nieco wyzsza
niz proponowany splot asymetryczny. Operacja ta rowniez dazy do zwigkszenia wydajnosci.
Kolejnym rozwigzaniem sa klasyfikatory pomocnicze. Sa to mate sieci neuronowe
wstawiane mi¢dzy warstwy podczas uczenia, a poniesiona strata jest dodawana do straty
sieci gtéwnej. Jako pierwsza technika ta zostata wykorzystana w modelu GoogLeNet,

jednakze tam pehnita role glebszej sieci, w modelu InceptionV3 petni ona role regulatora.
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Input: 299x299x3, Output:8x8x2048
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Concat

Dropout

Fully connected
Softmax

Rysunek 31 Wizualizacja modelu InceptionV3

Zrédlo: https://blog.paperspace.com/popular-deep-learning-architectures-resnet-inceptionv3-squeezenet/

Na powyzszym rysunku przedstawiony zostat caty model InceptionV3. Jak tatwo zauwazy¢
jest on bardzo rozbudowany, a co za tym idzie jego dokladno$¢ jest bardzo wysoka.
W projekcie zostal on uzyty w celu sprawdzenia wydajnosci tego modelu oraz zglgbienia
wiedzy na ten temat przez autora. InceptionV3 jest obecnie uznawany jako jeden

z najszybszych oraz najwydajniejszych modeléw na rynku.

4.2 Pochodzenie zbioru danych

Zbiér danych, na ktorym zostal nauczony oraz przetestowany algorytm opracowany
w Rozdziale Il pochodzi ze strony: ,,Kaggle.com”. Kaggle jest platforma internetowa, ktora
od 2010 roku shuzy analitykom danych za pole do pokazywania swoich umiejetnosci,
wykazania si¢ podczas licznych konkursow oraz miejsca, w ktérym mozna nauczy¢
si¢ podstaw. Platforma dziala na zasadzie wolnego dost¢pu, po zalozeniu konta mozna
publikowa¢ na niej tresci oraz $cigga¢ zniej dane. Dane, ktére zostaly wykorzystane
do projektu opisanego w pracy noszg nazwe ,,Recognize Animals”. Zbiér danych zostat

zebrany oraz opublikowany przez uzytkownika o nazwie: ,,Prateek”, wroku 2020.
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Plik z danymi ma rozmiar 235 MB, w wigkszoS$ci sg to zdjecia o formacie JPEG w ilo$ci

7901, JPG - 1157 oraz 48 zdje¢ PNG, sam folder zawiera trzy gtowne pliki:

e Train (89% danych)
e Test (10% danych)

e Testingsetanimals.csv (1% danych)

Jest to standardowy podziat zbioréw danych na zbior treningowy oraz testowy, trzeci plik
w postaci CSV zawiera instrukcje dla kolejnosci wezytywania danych i nie b¢dzie odgrywat

znaczacej roli w pdzniejszych krokach.

Zbior treningowy (ang. Train) jest podzielony na pig¢ gatunkdw, na ktoérych algorytm
bedzie uczyt si¢ rozpoznawania gatunkow zwierzat. W przypadku uczenia maszynowego
dobrg praktyka jest uzywanie do nauczania ponad dwustu zdj¢¢, oczywiscie ilo§¢ zalezy
od poziomu trudno$ci 1iszczegdtowosci zagadnienia. W  przypadku algorytmu
wykorzystanego w tym projekcie szczegdtowos¢ nie jest wielka, lecz ze wzgledu na mata
liczbe przypadkow, na ktérych bedzie trenowany algorytm na jeden gatunek zwierzgcia
przypada od tysigc trzystu do tysigca dziewieciuset zdje¢. Dzieki tak duzej bazie danych
algorytm moze zbardzo wielka doktadnos$cia nauczy¢ si¢ rozpoznawaé poszczegdlne

gatunki.
Samych gatunkow zwierzat, na ktorych przeprowadzone zostato badanie jest pigc.

Ponizsza tabela przedstawia nazwe gatunku, oryginalng nazwe¢ w zbiorze danych oraz ilo§¢

zdje¢ jakie posiada baza danych.
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Tabela 1.1 Nazwy gatunkow oraz ilos¢ zdje¢ w zbiorze treningowym.

Oryginalna Ilos¢ zdjec
Nazwa . .
nazwa Ww bazie | w zbiorze
gatunku .
danych treningowym
Elefante train 1302
Ston
Farfalla train 1901
Motyl
Mucca_train 1680
Krowa
Pecora_train 1639
Owca
Scoiattolo train | 1676
Wiewiorka

Zrodto: opracowanie wlasne na podstawie informacji z www.kaggle.com

Specjalnie do projektu zostal uzyty zbiér danych ze zréznicowanymi wielko$ciowo
zwierzegtami, aby ulatwi¢ pozniej prace nad wysytaniem sygnatu ostrzegawczego opisanego
w poprzednim rozdziale. Dla przyktadu motyl jest za matym zwierzgciem, aby ostrzegac
kierowce o jego obecnosci w poblizu jezdni. Baza danych jest na tyle réznorodna,
ze dla algorytmu skomplikowane be¢dzie odroznienie od siebie takich gatunkow jak owca,
krowa oraz ston; dla ludzkiego oka takie operacje sa banalnie proste jednak algorytmy ucza
si¢ glownie koloru, ksztattu oraz punktéw charakterystycznych takich jak rogi, ogony,
kty u zwierzat. W dalszym ciggu rozwoju projektu wytrenowany algorytm moze by¢ na tyle

doktadny, aby rozpoznawa¢ dokladnag ras¢ zwierzgcia, jego pte¢ czy nawet przyblizony
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wiek. W obecnej fazie projekt jest za malo zaawansowany, aby prowadzi¢ samemu takowa
baz¢ danych oraz mozliwos$ci obliczeniowe sg ograniczone ze wzgledu, Zze sa one w petni
wykonywane na prywatnym komputerze. Dla tak doktadnych detali jak wiek, pte¢ czy rasa
nalezy przewidzie¢ odpowiednio opisang baz¢ danych minimum dziesi¢cioma tysigcami
zdje¢. Takie zasoby w wigkszos$ci przypadkoéw sa platne, a na ich wykorzystywanie nalezy
poprosi¢ o zgode administratoréw, ktorzy sa odpowiedzialni za opisywanie

oraz uzupehnianie informacji o swojej bazie.

Rysunek 32 Przykiadowe zwierzeta ze zbioru danych.

Zrédlo: https://www.kaggle.com/datasets/pratik2901/animal-dataset

Zbior testowy (ang. Test) jest to zbior dziewigset dziesigciu zdjec,
ktore nie sa w zaden sposob uporzadkowane oraz opisane. Folder ten zawiera zdjecia w celu
testowania poprawno$ci przewidywania algorytmu. W poézniejszej fazie pracy znajduje

si¢ opis procesu losowego wyboru zdjecia zpliku testowego oraz automatyczne
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zakwalifikowanie go do jednego z gatunkoéw, w ramach testu poprawnosci algorytmu.
Jest to popularny sposob sprawdzania doktadno$ci wytrenowanej sieci neuronowej, dobra
praktyka jest ustalanie zbioru treningowego oraz zbioru testowego w proporcjach

80% zbioru treningowego do 20% zbioru testowego.

4.3 Kod oraz opis aplikacji

W owym rozdziale wklejony zostanie kod zaplikacji oraz dodane zostang

komentarze objasniajace.
Kod 4.1

lwget
https://www.dropbox.com/s/6sprpz5eb6snyppg/Recognize animals data
set.zip?dl=0

'unzip /content/Recognize animals dataset.zip?dl=0

Za pomoca komendy ,wget” oraz ,unzip” najpierw zostal pobrany zchmury plik

ze zdj¢ciami, a nastepnie zostat on rozpakowany.

Kod 4.2

import numpy as np
import matplotlib.pyplot as plt

import pandas as pd
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import keras

from keras.layers import Dense, Flatten

from keras.models import Model

from keras.applications.inception v3 import InceptionV3,
preprocess_input

from keras.preprocessing.image import ImageDataGenerator,

load img, img to array

Sciagniete zostalty wszystkie wymienione biblioteki oraz zaimportowane zostaty
ich poszczegolne funkcje. Operacje importu poszczegolnych funkcji wykonuje si¢ w celu
optymalizacji kodu wedle zasady obraku niepotrzebnych wywotan. Biblioteki

oraz ich przeznaczenie zostaly opisane w rozdziale 4.1.

Kod 4.3

base model = InceptionV3(input shape=(256,256,3),
include top=False)

Jako model bazowy zaimportowany zostal model InceptionV3, jako parametr:
»input shape” zostal mu podany wymiar zdjecia, ktore bedzie mialo rozmiar 256 na 256
pikseli oraz 3 warstwy kolorow: czerwony, zielony oraz niebieski.

Kod 4.4

for layer in base model.layers:
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layer.trainable = False

W tym kroku za pomoca petli, dla kazdej warstwy w modelu zostat wylaczony parametr:
»trainable”. Ustawienie tego parametru na falsz oznacza jego wylaczenie. Wszystkie wagi
warstwy zmozliwych do trenowania staja si¢ niemozliwe do trenowania. Operacj¢
ta nazywa si¢ ,zamrazaniem” warstwy. Stan zamrozonej warstwy nie zostanie
zaktualizowany podczas treningu. W momencie wylaczenia tej funkcji algorytm staje

si¢ szybszy bez wigkszej utraty wydajnosci.

Kod 4.5
X = Flatten() (base model.output)
X = Dense (units=5, activation='sigmoid') (X)

model = Model (base model.input, X)

model.compile (optimizer = 'adam', loss =

keras.losses.binary crossentropy, metrics=['accuracy'])

W powyzszym kroku za pomocg funkcji ,,Flatten” zostato wydane polecenie na sptaszczenie
danych wyjsciowych, nastepnie w funkcji ,,Dense” przekazano za pomoca parametru ,,units”
jak wiele klas ma rozpozna¢ algorytm w momencie klasyfikacji. Zostat on ustawiony
na 5, poniewaz tyle jest gatunkow zwierzat w zbiorze danych. Algorytmowi zostata
przypisana funkcji aktywacji ,,Sigmoid”. Kolejna linijka kodu to przylaczenie zmiennej
»X~ do modelu, a nastgpnie jego kompilacja za pomoca optymalizacji ,,ADAM”

oraz wyliczeniem funkcji straty za pomoca binarnej entropii krzyzowej. Metryka, ktora
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ma opisywa¢ model zostata wybrana ,,Accuracy”, ktdrg mozna tlumaczy¢ na jezyk polski

jako doktadnosé¢.

Kod 4.6

|model.summary()

Powyzszy kod wykonuje podsumowanie modelu. Dzigki wywotaniu tej komendy ukaze
sie opis kazdej warstwy w modelu. Celowo nie zostanie to umieszczone w pracy, poniewaz

warstw jest bardzo duzo. To jakie kroki posiada model jest przedstawione na rysunku 32.

Total params: 22,171,429
Trainable params: 368,645

Non-trainable params: 21,802,784

Pod koniec komendy wyswietlony jest nastepujacy komunikat. W modelu jest ponad 22
miliony parametréw, ztego tylko nieco ponad 350 tysigcy bierze udzial w treningu.

Stato si¢ tak poprzez wylaczenie parametru trenowalnosci w kazdej warstwie.

Kod 4.7

train datagen = ImageDataGenerator (featurewise center=True,

rotation range=0.4,

width shift range=0.3,
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horizontal flip=True,

preprocessing function=

preprocess_input,

zoom range=0.4,

shear range=0.4)

Powyzszy kod generuje partie danych z rozszerzeniem w czasie rzeczywistym. Naklada

on filtry na zdjecia tak aby byty one lepiej przystosowane do czytania przez model.

Parametr ,,featurewise center” ustawiony na ,,True” sprawia, ze zdjecia ma $rednig O.

Oznacza to, ze kolory na fotografii zostang ujednolicone.

Parametr ,,rotation_range” ustawiony na warto$¢ ,,0.4” bedzie odpowiadat za zakres stopni
dla obrotow losowych. Parametr ,width shirt range” ustawiony na warto$¢ ,,0.3”
odpowiada za losowe przesuniecia o utamek catkowitej szeroko$ci w celu nauczenia
modelu, ze obrazy nie zawsze znajduja si¢ w centrum zdjecia. Parametr ,,horizontal flip”
ustawiony na warto$¢ ,,True” sprawia, ze obrazy beda losowo obracane horyzontalnie.
Parametr ,,zoom range” ustawiony na warto$¢ ,,0.4” odpowiada za ulamek losowego
zblizenia obrazu. Parametr ,,shear range” ustawiony na wartos¢ ,,0.4” odpowiada za utamek

intensywnos$ci $cinania pod katem kierunku przeciwnym do ruchu wskazowek zegara

w stopniach.
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Kod 4.8

train data =
train datagen.flow from directory(directory='/content/Recognize
animals dataset/animal dataset intermediate/train',

target size=(256,256),

batch size=64)

Powyzszy kawalek kodu przypisuje do zmiennej ,train_data” wszystkie obrazy znajdujace
si¢ w pliku ,train” znajdujacego si¢ w repozytorium. Obrazy sa formatowane tak aby miaty
na wejsciu 256x256 pikseli. Parametr ,,batch_size” odpowiada za liczbg probek, ktora bedzie
propagowana przez sie¢. Oznacza to, ze w kazdym kroku model bedzie pobierat

po 64 probki na jeden krok tak dtugo az algorytm nie wytrenuje si¢ wystarczajaco.

Kod 4.9

| train data.class_indices

Powyzsza komenda wygeneruje nastepujacy komunikat:

Kod 4.10

{'elefante train': O,
'farfalla train': 1,

'mucca_train': 2,

73



'pecora train': 3,

'scoiattolo train': 4}

Jest to stownik z nazwami gatunkow oraz przypisanymi do nich indeksami. Dla stonia zostat

przypisany indeks 0, poniewaz indeksowanie w jezyku Python zaczyna si¢ o 0.

Kod 4.11

t img, label = train data.next()

def plotImages (img arr, label):

input : image array

output: plot images

for idx, img in enumerate( img arr ):

if idx <= 10

plt.figure(figsize=(5,5))

plt.imshow (img)

plt.title (img.shape)
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plt.axis = False

plt.show ()

plotImages (t _img, label)

Powyzszy kod zawiera funkcje, do ktérej przypisane sa dwa parametry wejsciowe.

Funkcja ma na celu wyswietla¢ przeksztatcony obraz ze zbioru treningowego.

(256, 256, 3)

100

0 50 100 150 200 250

Rysunek 33 Losowo przeksztalcony obraz

Zrédlo: Opracowanie wlasne dzieki danym z www.kaggle.com
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Na powyzszym rysunku znajduje si¢ przeksztalcony obraz. Zdjg¢cie zostato przesunigte

w lewa strong¢ o czym wskazujg rozciggnigte piksele po prawej stronie zdjecia. Widoczne

sa réwniez ujednolicone kolory w celu lepszego uwidocznienia konturéw fotografii.

Algorytm

przeksztalca zdjecia w losowy sposob tak, aby utrudni¢ modelowi uczenie

si¢ na pami¢¢ pewnych zaleznosci.

Kod 4.12

mc

es

cb

his

= ModelCheckpoint (filepath="./best model.h5",
monitor="accuracy",
verbose = 1,
save best only=True)
= EarlyStopping (monitor= "accuracy",
min delta = 0.01,

patience = 5,

verbose = 1)

= [mc,es]

= model.fit generator(train data,

steps per epoch=10,

epochs=30,

callbacks=cb)
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Powyzszy kod w pierwszym kroku za pomoca funkcji ,,ModelCheckpoint” tworzy
wywotanie zwrotne w celu zapisania modelu Keras lub wag modelu. Technika ta jest dobra
praktyka, poniewaz model lub wagi mozna pdzniej zatadowaé, aby kontynuowac¢ uczenie
z zapisanego stanu. Model bedzie zapisany w repozytorium pod nazwa ,,best model.h5”,
zostanie zapisany tylko najlepszy egzemplarz z wszystkich wytrenowanych algorytmow
dzigki ustawieniu parametru ,,save best only” na warto$¢ True, a warto$¢ jaka bedzie
otym decydowac to ,accuracy”’. Kolejny krok to opisana w rozdziale 3.3 metoda
,BarlyStoppingu”. Dzigki podanym parametrom metoda bedzie nadzorowata warto$¢
»accuracy”. Parametr ,,min_delta” ustawiony na ,,0.01” odpowiada za minimalng zmiang
monitorowanej ilosci, ktéra ma zostaé zakwalifikowana jako poprawa, oznacza
to, ze bezwzgledna zmiana mniejsza niz ilo$¢ ,,0.01” bedzie liczona jako brak poprawy,
a dany model bgdzie zatrzymywany w celu przy$pieszenia innych, bardziej efektywnych
modeli. Parametr ,,patience” ustawiony na 5 oznacza, ze po 5 epokach bez poprawy trening

zostanie przerwany. W nast¢gpnym kroku generowany jest model.
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Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch
10/10
Epoch

Powyzszy rysunek przedstawia postepy w trenowaniu modelu w kolejnych epokach.

W 12 epoce trening zostal przerwany poprzez funkcje EarlyStopping. Samo trenowanie

1/30

1: accuracy

] - ETA: 0s - loss: 1.3051 - accuracy: 0.6276
improved from -inf to 0.62759, saving model to ./best_model.h5

[
2/30

] - 28s 1s/step - loss: 1.3051 - accuracy: 0.6276

[
2: accuracy

] - ETA: 0s - loss: 0.2922 - accuracy: 0.8859
improved from 0.62759 to 0.88594, saving model to ./best_model.h5

[
3/30

] - 12s 1s/step - loss: 0.2922 - accuracy: 0.8859

[
3: accuracy

] - ETA: 0Os - loss: 0.2167 - accuracy: 0.9406
improved from 0.88594 to 0.94063, saving model to ./best_model.h5

____________________ ] - 13s 1s/step - loss: 0.2167 - accuracy: 0.9406

4: accuracy

] - ETA: Os - loss: 0.1211 - accuracy: 0.9469
improved from 0.94063 to 0.94687, saving model to ./best model.h5

[
5/30

] - 12s 1ls/step - loss: 0.1211 - accuracy: 0.9469

[
5: accuracy

] - ETA: O0s - loss: 0.1891 - accuracy: 0.9344
did not improve from 0.94687

[
6/30

] - 11s 1s/step - loss: 0.1891 - accuracy: 0.9344

[
6: accuracy

] - ETA: 0Os - loss: 0.1454 - accuracy: 0.9500
improved from 0.94687 to 0.95000, saving model to ./best_model.h5

[
7/30

] - 12s 1s/step - loss: 0.1454 - accuracy: 0.9500

7: accuracy

] - ETA: 0s - loss: 0.1540 - accuracy: 0.9516
improved from 0.95000 to 0.95156, saving model to ./best_model.h5

[
8/30

] - 12s 1s/step - loss: 0.1540 - accuracy: 0.9516

8: accuracy

] - ETA: 0s - loss: 0.1413 - accuracy: 0.9453
did not improve from 0.95156

[
9/30

] - 11s 1s/step - loss: 0.1413 - accuracy: 0.9453

9: accuracy

] - ETA: 0s - loss: 0.1853 - accuracy: 0.9281
did not improve from 0.95156

[
10/30

] - 11s 1s/step - loss: 0.1853 - accuracy: 0.9281

] - ETA: 0s - loss: 0.1704 - accuracy: 0.9484

10: accuracy did not improve from 0.95156

[
11/30

==== ==] - 12s ls/step - loss: 0.1704 - accuracy: 0.9484

] - ETA: Os - loss: 0.1678 - accuracy: 0.9531

11: accuracy improved from 0.95156 to 0.95312, saving model to ./best_model.h5

[
12/30

] - 13s 1ls/step - loss: 0.1678 - accuracy: 0.9531

] - ETA: Os - loss: 0.1346 - accuracy: 0.9578

12: accuracy improved from 0.95312 to 0.95781l, saving model to ./best_model.h5

] - 12s 1s/step - loss: 0.1346 - accuracy: 0.9578

12: early stopping

Rysunek 34 Tekstowa wizualizacja trenowania modelu

Zrodto: Opracowanie wlasne

modelu zajeto okoto 10 minut.
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Generowany model jako pierwszy parametr przyjmuje dane do trenowania, w celu
oméwienia  nastgpnych  parametrow  nalezy  przyblizy¢  pojecie epoki.
Jak podaja Tadeusiewicz oraz Szaleniec (2015) podczas uczenia sieci neuronowej trzeba
wykona¢ bardzo wiele krokow algorytmoéw uczenia zanim biad stanie si¢ akceptowalnie
maty. Tymczasem zbidr uczacy zawiera zwykle ograniczong liczbe przypadkoéw uczacych,
w typowych przypadkach setki lub nawet tysigce razy mniej liczng niz liczba koniecznych
krokow algorytmu uczenia. Z tego zestawienia wynika, Ze zbiér uczacy musi
by¢ wykorzystywany w procesie uczenia wielokrotnie. Dla zaznaczenia tego faktu
wprowadzono do sieci neuronowych pojecie epoki, rozumiejac pod tym pojeciem
jednorazowe uzycie w procesie uczenia wszystkich przypadkéw uczacych zawartych
w zbiorze uczacym. Po wykonaniu wszystkich krokdw nalezacych do jednej epoki algorytm
uczacy dokonuje oceny zdolnosci sieci do generalizacji wynik6w uczenia
przy wykorzystaniu zbioru testowego. Po stwierdzeniu, ze zaréwno btad obliczany
na zbiorze uczacym, jak iblad wyznaczony dla zbioru walidacyjnego nadal jeszcze
obiecujaco malejg — algorytm uczacy wykonuje nastepng epoke. W przeciwnym przypadku
proces uczenia zostaje zatrzymany. Zatem parametr ,steps per epoch” ustawiony
na 10 oznacza partie probek do przeszkolenia. Stuzy on do okreslenia, ile partii probek
ma by¢ uzytych wjednej epoce. Parametr okresla réwniez zakonczenie jednej epoki
rozpoczecie drugiej. Parametr ,,epoch” ustawiony na 30 oznacza, ze docelowo model bedzie
30 razy powtarzal obliczenia na wszystkich fotografiach ze zbioru. Model wykonat tylko
12 epok po czym si¢ zatrzymat, poniewaz warto$¢ doktadnos$ci przestala rosngc¢ i zatrzymata
si¢ na satysfakcjonujagcym poziomie 95.78%. Oznacza to, ze algorytm poréwnujac wyniki
przewidziane do stanu rzeczywistego w prawie 96 przypadkach na 100 uzyskal poprawny

rezultat.

Kod 4.13

h = his.history

h.keys ()
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plt.plot (h['loss'], 'go--', c='green')
plt.plot (h['accuracy'], 'go--', c='red')
plt.title('Loss vs Acc')

plt.show ()

Powyzszy kod przedstawia zwizualizowanie kazdej epoki oraz warto$ci funkcji straty
1 doktadno$ci modelu. Dzigki tym komendom tworzy si¢ wykres.

Loss vs Acc
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Rysunek 35 Wykres przedstawiajqcy zmienne funkcji straty oraz doktadnosci.

Zrédlo: Opracowanie wlasne na podstawie danych z www.kaggle.com

Na powyzszym rysunku przedstawione zostaty dwie zmienne, zielong linig wskazana zostala
funkcja straty, a czerwong linig przedstawiona zostata doktadno$¢ wzrastajaca z kazda

epoka. Na rysunku doskonale wida¢ dziatanie funkcji EarlyStoppingu, kiedy warto$¢
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»accuracy” zatrzymatla si¢ na mniej wigcej stalej wartosci przez 5 epok — algorytm przestat

oblicza¢ dalsze epoki. Ostatnig epoka jest epoka 12.

Walidacja modelu polega na wybraniu losowego obrazu ze zbioru testowego
i sprawdzenie jak algorytm radzi sobie zjego zakwalifikowaniem. Po podsumowaniu
modelu mozna si¢ spodziewaé, ze beda si¢ zdarza¢ pewne bledy, jednak beda
one wystepowa¢ niezwykle rzadko. Jedynie okoto 4 przypadki na 100 zostang

zle sklasyfikowane.

Kod 4.14

path = '/content/Recognize animals
dataset/animal dataset intermediate/test/ea35b2062b£f5033ed1584d0
5fbld4e9fe777cad218acl04497£5c97facebbbbb 640.jpg"

img = load img(path, target size=(256,256))

imgplot = plt.imshow (img)

plt.show ()

'_l.
Il

img to array (img)

1 = preprocess_input (i)

input arr = np.array([i])

input arr.shape

pred = np.argmax(model.predict (input arr))

prediction = model.predict (input arr)
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plt.show ()

if (pred == 0):

print ('Elephant')

elif (pred == 1):

print ('Butterfly')

elif (pred == 2):

print ('Cow')

elif (pred == 3):

print ('Sheep')

else:

print ('Squirrel’)

print (prediction)

Powyzszy kod w pierwszej linijce ustala $ciezke do losowego zdj¢cia zwierzecia, nastgpnie
taduje je ustawiajac jego rozmiar na 256x256 pikseli. Nastepne polecenia wyswietlaja
zdjecie 1 za pomoca funkcji ,,model.predict” klasyfikuja zdjecie, ktore wezesniej zostato
skompresowane do postaci tablicy pikseli w celu umozliwieniu obliczen. Funkcja
Lhp.argmax” wyciagnie z predykcji najwyzsze prawdopodobienstwo, pod ktérym kryje
si¢ wczesniej ustalona w stowniku klasa. Kolejne polecenia to instrukcja warunkowa
wypisujaca nazwe¢ zwierzegcia, w zaleznosci od wartosci parametru ,,pred”. Dla przyktadu,

jezeli parametr bedzie miat warto$¢ 4 to instrukcja warunkowa wygeneruje napis ,,Squirrel”
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Rysunek 36 Zdjecie motyli wykorzystane do testowania algorytmu.

Zrédlo: Opracowanie wlasne na podstawie danych z www.kaggle.com

Na powyzszym rysunku znajduje si¢ oryginalne zdjecie ze zbioru danych, na ktorym zostat
wykonany test. W nastepnej linijce kod zwrdcit wypisang przez instrukcje warunkowsg
nazw¢ ,Butterfly”’, a wjeszcze nastgpnej linijce program  zwrdcit  liste

z prawdopodobienstwami:

[[4.2921985e-14 1.00000e+00 1.0431680e-09 4.1667092e-10 1.8407889%e-
177]

W liScie widoczne jest 5 numerdw, przypisane s3 one kolejno do kazdej zklas
od 0 do 4, ktére zostaly nadane gatunkom w poprzednich krokach. Najwyzszy numer
przypada dla klasy numer 3, ktéra zostala nadana motylowi, zatem algorytm poprawnie

rozpoznal i wskazat gatunek zwierzgcia.
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Autorski kod umozliwia w fatwy sposdb rozpoznawanie gatunkow zwierzat.
Caly mechanizm jest bardzo dobrze zoptymalizowany, poniewaz w przypadku checi
ponownego uruchomienia nie trzeba od poczatku szkoli¢ modelu. Pomijajac najbardziej
czasochtonny etap, wystarczy jedynie wezyta¢ wytrenowany juz model, a ten bedzie mogt
petni¢ swoja funkcj¢. Sam model zajmuje pamig¢ okoto 5 MB wigc jest wzglednie ,,lekki™.
Ta lekko$¢ pozwala na uruchomienie go nawet na bardzo trywialnych maszynach z mala

pamigcig operacyjna.

4.4 Mozliwosci rozwoju aplikacji.

W poprzednim rozdziale opisano skomplikowany etap budowy rozwigzania
rozpoznajacego gatunki zwierzat. Cala aplikacja ma na celu, za pomoca zainstalowanego
przy drodze systemu kamer $ledzi¢ wystepowanie dzikiej zwierzyny oraz wysyta¢ sygnat
w celu ostrzezenia. Sygnat ztakiej maszyny moze by¢ wysylany wrdzny sposob.
Pierwszym sposobem jest zamontowanie w stupkach drogowych sygnatu $wietlnego, ktory
po otrzymaniu od systemu informacji o zwierzgciu w okolicach jezdni zapalatby

si¢ na czerwono — ostrzegajac tym samym kierowce¢ przed niebezpieczenstwem.

30

'

Rysunek 37 Stupek drogowy z wbudowanym sygnalizatorem swietlnym.

Zrédlo: https://tioman.pl/slupki-przy-drodze/
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Zdjecie przedstawia stupek zwbudowanym sygnalizatorem $wietlnym w kolorze
czerwonym utozsamianym na drodze z ostrzezeniem. W polaczeniu ze znakiem,
objasniajacym kierowcy, ze w danym miejscu istnieje zagrozenie wtargnigcia dzikiej
zwierzyny na jezdnie, system ten moglby prowadzi¢ do zdjecia nogi z gazu przez
kierowcow, a co za tym idzie do ocalenia wielu stworzen. Kolejny sposob, dzigki ktéremu
system moglby ostrzec kierowce przed zagrozeniem jest nieco bardziej skomplikowany.
Zamiast informacji wysylanej do stupka przydroznego, system wysytatby informacje
poprzez sie¢ do modutu aplikacji nawigacyjnych takich jak GoogleMaps, AppleMaps
lub bezposrednio do samochodu. Aplikacje nawigacyjne z kazdym rokiem stajg si¢ coraz
bardziej powszechne, a co za tym idzie rozbudowane. Systemy w nich zawarte pokazuja
kierowcy najszybsza drogg, polecaja trasy pozwalajace oming¢ korek wigc mogltby zostac
dodany do tych aplikacji modul, ktory zaczytywalby z pokonywanej trasy informacje
0 zagrozeniu wtargni¢cia zwierzyny na jezdni¢. Sposob ten jest bardziej kosztowny,
poniewaz wymusza zbudowanie odpowiedniego modutu aplikacji oraz wyposazenie samego

systemu w sie¢ internetowa pozwalajaca synchronizacj¢ oraz wysytanie sygnatow.

Sam system, oprocz kodu musiatby sktadac¢ si¢ z procesora, ktory mogtby w czasie
rzeczywistym oblicza¢ dane oraz decydowac o tym czy wysta¢ sygnal. Rynek dysponuje
wieloma mikro procesorami, na ktorych taka operacja bytaby mozliwa. Jednym z wielu

dostepnych rozwigzan jest wyposazenie systemu w pulpit zdalny Raspberry Pi.
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Rysunek 38 Mikrokontroler Raspberry Pi.

Zrédlo: https://anydesk.com/pl/downloads/raspberry-pi

Rysunek przedstawiajacy Raspberry Pi. Ten mikrokontroler wyposazony jest w kilka
wtyczek HDMI, gniazdo sieciowe, USB oraz zaleznie od modelu posiada on procesor
od 1 do 8 GB RAM, ktory z pewnoscig obstuzylby wszystkie zadania od zbierania danych,
analizowania ich oraz wysylania sygnatow. Kolejnym elementem, potrzebnym
do obstuzenia tego procesu jest aparat wraz z kartg pamigci. Pamigci nie potrzeba zbyt wiele,
poniewaz aparat moglby robi¢ jedno zdjecie na sekunde, wysyta¢ je do analizy
i w przypadku braku potrzeby wyslania sygnalu kasowac je, aby nie zajmowaé pamigci.
W przypadku dostrzezeniu przez system zwierzgcia zapisywaltby on jego zdjgcie w bazie
danych wraz zgodzing oraz lokalizacja, tak aby umozliwi¢ pdzniej lesSnikom
oraz organizacjom statystycznym prowadzenie pomiardw. Kolejny sprzet potrzebny
do uruchomienia takiego systemu to bateria. System potrzebuje Zrddla energii, stalego
lub tadowalnego w postaci baterii. Oczywiscie najlepszym wyjsciem bytoby zastosowanie
paneli  fotowoltaicznych lub  wiatrakéw  pradotwérczych wcelu  zapewnienia
autonomicznosci energetycznej. Caly taki system moze na pierwszy rzut oka wydaé

si¢ kosztowny, lecz po przeanalizowaniu, ile kosztuje budowa kilometra drogi,
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nie jest to az tak wielka kwota. Rozwigzanie to mogtoby zredukowaé liczbe wypadkow
oraz przytozy¢ sporg cegietke do aktywnej ochrony natury. Wiele krajow w obecnych
czasach decyduje si¢ na bardziej kosztowne, lecz ekologiczne rozwigzania wigc
automatycznie nasuwa si¢ wniosek o szansie dla wdrozenia takiego systemu. Kolejng mocng
strong jest dostarczenie danych na temat migracji zwierzat dla lesnikéw oraz organizacji
zajmujacych si¢ badaniem S$ciezek migracyjnych. Dzigki tym danym moéglby rozwingé

si¢ sektor badan nad dzika zwierzyna.
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Z.akonczenie

W ramach zrealizowania celu napisano obszerna prac¢ skupiajaca si¢ na wypadkach
drogowych z udzialem zwierzat poprzez doglebng analize problemu oraz napisanie
autorskiego algorytmu, ktory z wysoka skutecznoscia jest w stanie rozpoznawaé gatunki
zwierzat 1 ostrzega¢ przed nimi kierowcoOw. Aplikacje opracowano korzystajac
z najnowszych publikacji oraz badan z renomowanych polskich jak i zagranicznych
uniwersytetow. Realizacja projektu zostala oparta o nowoczesng technologi¢ Computer
Vision zajmujaca si¢ wysokopoziomowym rozumieniem przez komputer obrazow
oraz filmow. Po przedstawionych w rozdziale pierwszym faktach mozna wnioskowac,
ze najczgsciej do wypadkéw dochodzi na drogach krajowych oraz wojewoddzkich,
ktore sg drogami pozwalajacymi rozwija¢ duze predkosci, a nie posiadajg wielu systemow
mogacych zapobiec kolizji z udzialem zwierzecia. Do zdarzen na drogach najczesciej
dochodzi nocg, a najbardziej poszkodowang przez kierowcow gromada sa ptazy. Potracone
przez samochodd zostaja rdwniez zwierzeta, ktore w Polsce znajduja si¢ pod ochrona.
Z rozdzialu pierwszego nasuwa si¢ wniosek, ze zwigkszenie bezpieczenstwa niesie za soba
obopolne korzys$ci, poniewaz ludzie jak i zwierzgta sg narazeni na utratg zdrowia lub zycia.
Kolejne rozdziaty opisujg teorie wdrozenia systemu. System opisany w projekcie zostat
opracowany w sposob optymalizujacy jego wszelakie procesy. Wprowadzono nowoczesne
rozwigzania takie jak przechowywanie danych w chmurze Dropbox, aby umozliwi¢
do nich dostgp wielu uzytkownikom. Kolejnym nowoczesnym oraz optymalnym
rozwigzaniem jest zastosowanie kompilatora jezyka Python, Google Colab. System
ten umozliwil przechowywanie catego kodu w chmurze, co pozwala programiscie
na laczenie si¢ z dowolnego miejsca na Ziemi. Drugi rozdziat zawiera obszerng teori¢
pozwalajaca czytelnikowi zrozumie¢ w jaki sposob komputer odbiera iczyta obrazy.
Zostaly w nim omoéwione techniki utraty informacji na zdjg¢ciach, ktéore wykorzystuje

si¢ w celu usprawnienia obliczen. Trzeci rozdzial zawiera opisy technik skomplikowanych
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kalkulacji analizujacych zdje¢cia. Przedstawione w rozdziale trzecim autorskie algorytmy
sa w stanie zaklasyfikowaé obiekt do jednej z pigciu testowych grup, jakimi sa gatunki
zwierzat. Sam projekt zostat napisany w jezyku Python, ktory jest jednym z najszybciej
rozwijajacych si¢ jezykow. Postawiony cel na opracowanie autorskiego oprogramowania
do klasyfikacji zwierzat zostal osiagnigty z 96% skutecznoscia, oznaczajaca, ze algorytm
jest w stanie poprawnie sklasyfikowa¢ 96 na 100 fotografii. Sama aplikacja moze zostac
opatentowana oraz uzyta do ostrzegania kierowcoéw przed dzikimi zwierze¢tami, chronige
tym samym zdrowie i zycie kierowcow, pasazerow jak i zwierzyny. Postep technologiczny
oraz coraz wigkszy dostep do nowoczesnych rozwigzah otwiera nowe S$ciezki, ktore,
poki co wciaz sa kosztowne i nie patrzy si¢ na nie przychylnie. Z kazdym rokiem jednak
cena nowych technologii maleje, a ludzkos$¢ nabiera wigkszej inteligencji emocjonalnej oraz
idacej za nig empatii. Jako zachowanie empatyczne mozna rozumie¢ opieke oraz troske nad
zwierzgtami. Same inwestycje budowy drog to wielka ingerencja w §rodowisko naturalne,
wiele tras przechodzi przez lasy, parki narodowe lub rezerwaty przyrody, ktore skupiaja
ogromny urodzaj gatunkéw zwierzecych. W $lad za inwestycjami komunikacyjnymi
powinny rozwija¢ si¢ roéwniez inwestycje zwigzane z zapewnieniem bezpieczenstwa
na zetknieciu drég ze szlakami dzikich zwierzat. Autorska propozycja jest przyktadem
zwigkszenia bezpieczenstwa tych miejsc. Dzigki takim technologiom jak sztuczna
inteligencja, ktéra nazwana jest: ,,Elektrycznosciag XXI wieku” mozna rozwigza¢ wiele

problemow dzisiejszego Swiata.
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